Evaluating Joystick Control for View Rotation in Virtual Reality with Continuous Turning, Discrete Turning, and Field-of-view Reduction
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ABSTRACT
Head tracking is commonly used in virtual reality applications to allow users to naturally view 3D content using physical head movement, but many applications also support joystick control to allow additional turning. Joystick control is convenient for practical settings where full 360-degree physical rotation is not possible or preferred, such as when the user is lying on a couch or sitting at a desk. Though joystick control provides the benefit of convenience, previous research and development projects have demonstrated joystick-controlled view rotation to have drawbacks of sickness and disorientation compared to more natural physical turning. To combat such issues, researchers have considered various technique configurations such as speed adjustments or reduced field of view, but empirical data is limited on how different design variations for joystick rotation influences sickness and ability to maintain spatial orientation. Our research compares three common joystick rotation techniques: (1) traditional smooth, continuous rotation, (2) continuous rotation with a reduced field of view, and (3) discrete rotation with fixed intervals. In a controlled experiment, participants traveled through a sequence of rooms and were tested on spatial orientation. Results showed no evidence of differences in orientation, but the results of sickness ratings found discrete rotations to be significantly better than field-of-view reduction.
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1 INTRODUCTION
Head tracking is commonly used in virtual reality (VR) applications to allow users to naturally view 3D content using physical head movement. Supporting natural physical interaction is often seen as one of the greatest benefits of VR technology, and prior research has demonstrated that realistic physical forms of travel and view control offer significant benefits for navigation (e.g., [5, 15]), presence (e.g., [17, 18]) and 3D spatial judgment tasks (e.g., [1, 7, 11]).

However, many VR applications do not rely solely on physical interaction, and many applications also support joystick control to allow additional turning. Joystick control is convenient for practical settings where full 360-degree physical rotation is not possible or preferred, such as when the user is lying on a couch or sitting at a desk. Though joystick control provides the benefit of convenience, previous research and development projects have demonstrated joystick-controlled view rotation to have drawbacks of sickness (e.g., [12]) and disorientation (e.g. [3]) compared to more natural physical turning. To combat such issues, developers often considered various technique configurations such as speed adjustments, and researchers have also explored reduced field of view (FOV) [6, 9], but empirical data is limited on how different design variations for joystick rotation controls compare to each other.

Our research contributes to this area through a study that compares three common joystick rotation techniques: traditional continuous rotation, continuous rotation with reduced FOV, and discrete rotation with fixed intervals for turning. The goal of our research is to investigate whether there are tradeoffs for different joystick rotation techniques in terms of sickness, preferences for home entertainment and the ability to maintain spatial orientation in a 3D environment. In a controlled experiment, participants traveled through a sequence of rooms and tested on spatial orientation, and we also collected subjective measures of sickness and preference.

2 RELATED WORK
Many travel and viewing techniques for VR have been studied in terms of effects on outcomes such as speed, accuracy, spatial awareness, and presence. Techniques generally vary in how users control movement. Usoh et al. [18] found that physical walking is the most natural and believable travel method in virtual reality, where the changes in user’s tracked movements in the real world are applied directly to the virtual camera. However, physical walking usually requires large tracking space for the users to walk. Our research focuses on scenarios and real world setups where physical walking is not practical or not preferred. Researchers have explored many alternative techniques for such situations. Some examples
Figure 1: Screenshots showing perspective views of the virtual environment without FOV reduction on the left and with FOV reduction on the right

include: walking in place (e.g., [13, 18]), leaning metaphor (e.g., [14, 21]), or guided head rotation [16].

However, the most common approach for real applications is to use less natural techniques like steering (or flying) [3, 19] or teleportation [2, 4] using a hand-held controller. Studies have found that teleportation can cause disorientation while jumping from one place to another, since the positional changes are discrete and instantaneous [3]. In the presented research, we chose to avoid teleportation because we focus on studying techniques that support maintenance of spatial orientation during travel. Thus, our study uses ground-constrained steering, as this is the one of the most common options for travel in commercial applications.

Many other studies have included joystick rotation as part of their research. For example, Chance et al. [5] studied physical rotation to visual turning in which the virtual camera is rotated based on the joystick input. In other work, Riecke et al. [14] compared joystick controlled travel and rotations with a gaming chair setup where controls are based on the leaning metaphors. Generally, joystick controlled travel has been found to have problems when compared to more natural or physically-based techniques.

As one approach to these problems, researchers have considered limiting the FOV to reduce simulator sickness (e.g., [9, 20]). For example, Fernandes et al. [6] studied subtle and dynamic FOV reduction for reducing sickness during virtual travel. Despite the prior research involving travel techniques and joystick control, the body of research specifically focusing on comparisons of different joystick-based travel techniques is limited.

3 EVALUATION

We ran a controlled experiment to investigate how the techniques being compared affect the spatial orientation of the users and to find out the preference of the users in terms of comfort, sickness and naturalness.

3.1 Techniques

Our study compared three types of joystick rotation techniques, which we will refer to as: continuous rotation, discrete rotation, and reduced FOV. The three techniques were designed to be controlled with an analog joystick on a common controller, as is common for many VR applications and 3D games.

The continuous rotation technique was implemented as the standard for how joystick rotation is usually used in virtual environments and games. Moving the joystick to the right or left rotates the camera heading relative to the vertical axis. The implementation for the study used a constant speed of 30 degrees/second. We found this speed to cause comparatively lesser sickness effects while not being too slow during our pilot studies.

In contrast, the discrete rotation joystick technique only allows turning in discrete increments of 30 degrees. This technique still uses the analog joystick, but the magnitude of discrete rotation was constant (the user could not control or adjust the angular amount for each discrete rotation). We chose 30 degrees because during pilot studies, we found that the change in virtual environment (VE) after a 30 degree turn is minimal when compared with greater angles. With this interval, some part of the VE is still within the virtual view before and after a turn, making the users feel less disoriented. This technique was chosen for our comparison because it reduces visual updating and limits optical flow during turning. Users can control a sequence of rotational “jumps” to achieve a new view orientation. However, with this discrete rotation technique, the user could not precisely control the amount of virtual rotation.

Lastly, the reduced FOV joystick technique used continuous rotation with the analog stick in the same way as in the continuous rotation technique. The difference is that the reduced FOV technique applied a visual mask on top of the virtual view that limited the user’s FOV to only a small circular region that reduced the Rift’s normal FOV of approximately 200x135 degrees. The FOV reduction used a radial-falloff effect to give the effect of blurred edges around the view (see Figure 1, right) for an FOV of approximately 95x95 degrees. This FOV mask was applied whenever the user used the joystick to rotate. Note that the FOV reduction was not gradual, but rather was enabled in an all-or-nothing fashion. The reduced FOV allows continuous viewing of the rotational movement to allow the user to view the entire turn. However, the drawback is that the
FOV mask hides considerable amount of visual content and might be expected to reduce spatial awareness while turning.

For all three techniques, 6 degree-of-freedom head-tracked rendering was enabled. So, in addition to using the joystick technique, participants could also physically turn their heads to view more of the virtual environment. Participants could also move their heads positionally to adjust their view position. However, to reduce variability due to physical movement, the joystick techniques were tested in the context of seated VR. Participants sat in a standard non-rotating chair to limit the range of comfortable physical turning. For virtual travel (translational movement), all techniques made use of the thumbstick moved in the forward or backwards direction to control movement based on the direction of virtual gaze.

3.2 Hypotheses

Since the continuous rotation technique adjusts the view gradually without any break in presence, we hypothesized that it might suffer lower penalties to spatial orientation as compared to the other joystick techniques. Reducing the FOV has been found to negatively affect performance during spatial search tasks [20]. So we hypothesized that the reduced FOV condition will deteriorate user performance in the spatial orientation tasks. We also hypothesized that the discrete rotations would make it more difficult to maintain spatial orientation because of the more sudden changes to the view.

In terms of sickness, based on the results from pilot testing, we hypothesized that the continuous camera rotations would make most users nauseous. Since reducing FOV during translational movements has been found to cause less sickness effects [6], we hypothesized that the reduced FOV technique would cause less sickness compared to the continuous rotation condition. Since the discrete rotation does not involve continuous camera turns, we hypothesized that this condition would cause the least sickness effects of the three.

3.3 Environment and Task

To test the techniques, we designed a virtual environment consisting of cubical rooms with identical dimensions of 13.25 meters in length and width. The rooms were arranged in a 10x10 regular grid with doorways connecting to adjacent rooms. We placed 3D objects at the center of every room to serve as navigational landmarks. The landmark were 3D models, with examples including a car, a desk, a couch, and a piano. Users could use the orientation of the objects to get an idea of their direction after turning. However, to make the environment more challenging for a navigation task, the models were repeated throughout the rooms. Landmarks were chosen such that for any particular room with its four adjacent neighbors, their five landmarks were unique. But once the user steps out of these five rooms, one of the five landmarks from the previous set of rooms could be seen again.

Using these environments, participants completed a VR navigation task that consisted of three sub-tasks: (1) virtual travel along a path, (2) an egocentric pointing task, and (3) an exocentric plotting task. The virtual travel subtask involved participants moving from one room to another following a path indicated by blue rings that appear over the 3D landmarks in the adjacent rooms. Only one ring was visible at a time; once a ring was collected, the next ring would appear in one of the four rooms adjacent to the current location. The last ring was shown as orange instead of blue to indicate the end of the path. The room paths were manually pre-determined based on three simple rules: (1) each path consists of exactly seven rooms including the starting and ending rooms; (2) each path will have one 180-degree virtual turn where the user travels to the center of the room and then immediately returns to the previous room; (3) travel involves a minimum of 90-degree virtual turn at each room along a path (i.e., after moving to a room, the next room will never be straight ahead). Following these criteria, 15 unique paths were created, and each participant completed the task 12 times using a random subset of 12 paths from the 15 total paths.

After following the path and reaching the end point, users were asked to do an egocentric pointing task where they had to turn and face towards the room where the virtual travel started. The participants were asked to push a button in the controller while facing towards the initial room in the path. A difference in the
We ran a controlled experiment to evaluate the three techniques with the default positional and orientation head tracking enabled. With the technique, the initial room where the path started. Users made this selection by using a controller to move a cursor to the indicated cell. From this task, an error metric was calculated as the difference in the number of cells in both vertical and horizontal directions from the actual starting point to the selected cell.

The environment and the sub-tasks were designed specifically to understand the tradeoffs for the three techniques in terms of the ability to maintain spatial orientation, sickness and home entertainment preferences. The environment is designed in a way that maintaining spatial orientation during travel is challenging. But at the same time, it supports virtual travel similar to a typical virtual environment that has doorways and navigational landmarks.

3.4 Experimental Design

We ran a controlled experiment to evaluate the three techniques. The experiment followed a within-subjects design with each participant testing all three techniques. Each participant completed the navigation task 12 times split into three blocks corresponded to the three techniques. That is, participants completed the task four times for each technique, where the first was considered a familiarity trial with the technique. Technique order was counter-balanced across the participants.

The dependent variables of this experiment were the errors from egocentric pointing task, errors from the exocentric plotting task, subjective responses given in the post-experiment questionnaire, and responses on a simulator sickness questionnaire (SSQ)[8]. The post-experiment questionnaire consisted of eighteen questions based on ease of use, sickness, comfort, and preference for home entertainment. These questions were presented in the form of Likert scales with ratings ranging from 1 to 10.

3.5 Apparatus

The experiments were run in a lab environment and a non-rotating chair was used for the trials. A Windows PC with a 3.4 GHz Quad Core processor and a 16GB GeForce GTX 1070 graphics card was used to run the experiments. An Oculus CV1 headset was used with the default positional and orientation head tracking enabled. The study application was developed using the Unity game engine. The application ran with the frame rate ranging between 128 and 134 frames per second. An Xbox One controller was used for user inputs during the trials.

3.6 Procedure

The study was approved by our organization’s institutional review board (IRB). On arrival, participants were given an overview of the study and asked to provide signed consent before proceeding. They were then asked to complete a brief background questionnaire with questions about age, gender, education, computer knowledge, gaming experience, and VR experience. After this, the participants were asked to complete a SSQ questionnaire based on how they felt before starting the experiments. Next, they were given an explanation of the VR application and experimental tasks.

Next, they started doing the trials with the navigation tasks split into three blocks with four trials in each. In each technique block, the first trial was a practice trial for the participant to gain familiarity with the techniques, then three main trials followed whose data was considered for analysis. Participants were told they can use the controller’s analog thumbstick to adjust the view whenever needed, but the experimenter intentionally did not explain the details for the three techniques.

Participants were asked to complete another SSQ after each technique block. After the SSQ at the end of each block, participants took a three-minute break where they were asked to walk casually in the lab space without the headset before starting the next session. This was done to reduce carry-over effects related to any sickness. After completing all three technique blocks, participants were asked to complete an experience questionnaire. Finally, there was a semi-structured interview about the overall experience, general preference and thoughts about the techniques, and use of the techniques for spatial navigation. The procedure took approximately 65 minutes for each participant.

4 RESULTS

We analyzed our results to compare the three joystick techniques in terms of spatial orientation, sickness, and preference.

4.1 Spatial Orientation Results

Despite the travel paths involving seven rooms with varied turning, the spatial orientation measures indicate that participants were able to maintain their sense of spatial awareness fairly well. The error results for the egocentric pointing task are shown in Figure 4. The pointing data were skewed right, so it was corrected with log transformation to meet the assumptions for parametric testing. A repeated measures ANOVA failed to detect any differences in pointing errors due to the techniques, with the test showing $F(2, 34) = 0.45$.

Similarly, no differences were detected for the exocentric plotting errors, with $F(2, 34) = 0.53$. Overall error was low. For many trials, participants were able to exactly select the position of the starting room from the top-down grid view in the exocentric plotting task.

With these results, we are unable to identify any differences in the extent to which the three techniques affect spatial orientation. However, the results also demonstrate that all variations can be
used to travel while maintaining awareness of travel path. It may be that the presence of the landmarks made the task easy, but on the other hand, landmarks are common in many types of virtual experiences. Thus, these results demonstrate general usability and conclude that all three techniques can support spatial awareness during travel—at least in certain types of environments.

4.2 Sickness Results

Our assessment of sickness effects considered both relative ratings and SSQ results for the techniques. The relative sickness ratings are summarized in Figure 5. Because the sickness ratings were ordinal and relative, we tested for differences in sickness ratings using a Friedman test. The test found a significant difference from the techniques with $\chi^2(2) = 9.93$ and $p < 0.01$. A post-hoc Nemenyi test found discrete rotation technique to be rated significantly better than reduced FOV with $p = 0.03$, and discrete rotation was nearly significantly rated over continuous rotation with $p = 0.06$.

Overall, the SSQ results had $M = 38.92$ and $SD = 33.36$. For the analysis of the SSQ results, we were interested in the resultant effects from each technique rather than in the overall cumulative sickness over the duration of the study. Since participants took an initial SSQ test before beginning and another SSQ test after trying each technique, we were able to calculate the difference in SSQ from the previous sickness state. We analyzed this SSQ change for each technique. We note that it was possible to achieve negative score changes, meaning a decrease in perceived sickness. SSQ changes were relatively low across conditions with moderate variance ($M = 9.97, SD = 19.15$). For statistical comparison of SSQ changes for the techniques, we conducted a non-parametric Friedman test because the data failed to meet the assumption of normality, and we were unable to correct with transformations. The test failed to find a significant effect with $\chi^2(2) = 3.97$.

Thus, the SSQ results found relatively low overall sickness scores, but the relative sickness ratings showed the discrete rotation technique to be significantly preferred. Due to the repeated measures design of the study and the compounding experiences in VR, we find the ratings to be a more meaningful metric for the study.

4.3 Preferences and Feedback

For home entertainment preferences, ratings given by the participants to a set of questions were grouped together. The questions were based on how much fun the techniques were, how comfortable they were, how frustrating they were and how interested participants would be to use them for home entertainment. We tested for differences in preferences for home entertainment using a Friedman test. The test failed to detect a significant effect with $\chi^2(2) = 4.46$ and $p = 0.11$. Preferences varied greatly with no clear consensus on preferred technique (see Figure 6). In general, these results allow us to be confident that there was no clear “best” joystick technique from our group. Although the discrete rotation technique was the top preferred technique more than the others, individual differences and opinions make a strong impact in preference or interest using any given technique for real applications.
5 DISCUSSION AND CONCLUSION

Our study revealed few important characteristics of the three variations of joystick-controlled turning. With respect to spatial awareness, there was no clear “winner”, and the overall errors from the two spatial tasks were low. This indicates that the three techniques did not substantially affect the spatial understanding in environments. It is likely that the complexity of the navigation task was too easy due to the presence of the landmarks objects, and it may be necessary to conducting testing with a more difficult task to assess technique differences. However, we felt it important to include such landmarks to make the task more comparable to more realistic environments, which often include numerous landmarks. We contend that the task and environmental complexity was appropriate for assessment of common travel needs, thus, the orientation results demonstrate reasonably high usability for all three techniques.

In terms of sickness, discrete rotation was considered the best technique in terms of comparative ratings, and the preference based on sickness was significantly better than the reduced FOV variation. We note that the FOV reduction may be less problematic or noticeable if applied gradually (as in [6]) rather than via the all-or-nothing method used in our study. We suspect more participants would have shown discrete rotation to also be significantly better than continuous rotation due to the p = 0.06 post-hoc result.

In general, this result reveals an important finding about how simple alterations to rotational control can have positive effects for sickness without noticeably influencing orientation. Discrete rotational adjustments may be preferred over continuous rotation when sickness is a concern, which has been shown to be a greater issue for users with less experience with VR or gaming (e.g., [10, 12, 16]).

Though joystick-controlled travel is a well-known and commonly used technique, further study would be beneficial for understanding alterations for practical use. Understanding the effects and trade-offs of different configurations is perhaps even more important due to the rise in popularity of mobile VR and home VR systems, as empirical data from studies can help developers make simple yet critical decisions for implementation of travel and view control.
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