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ABSTRACT
Network embedding has been increasingly used in many network analytics applications to generate low-dimensional vector representations, so that many off-the-shelf models can be applied to solve a wide variety of data mining tasks. However, similar to many other machine learning methods, network embedding results remain hard to be understood by users. Each dimension in the embedding space usually does not have any specific meaning, thus it is difficult to comprehend how the embedding instances are distributed in the reconstructed space. In addition, heterogeneous content information may be incorporated into network embedding, so it is challenging to specify which source of information is effective in generating the embedding results. In this paper, we investigate the interpretation of network embedding, aiming to understand how instances are distributed in embedding space, as well as explore the factors that lead to the embedding results. We resort to the post-hoc interpretation scheme, so that our approach can be applied to different types of embedding methods. Specifically, the interpretation of network embedding is presented in the form of a taxonomy. Effective objectives and corresponding algorithms are developed towards building the taxonomy. We also design several metrics to evaluate interpretation results. Experiments on real-world datasets from different domains demonstrate that, by comparing with the state-of-the-art alternatives, our approach produces effective and meaningful interpretation to embedding results.
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1 INTRODUCTION
Network embedding has been increasingly applied to learn the representation of network data before using off-the-shelf machine learning models to conduct advanced analytic tasks such as classification [22, 52], clustering [12, 57], link prediction [55] and recommendation [4, 23]. Network embedding projects nodes to a low-dimensional space in which each node is represented by a vector. Network embedding preserves certain structural and content information of original networks. Nodes that are similar to each other, with respect to the pre-defined proximity measures, are mapped to the neighboring regions in the embedding space.

Similar to many traditional machine learning techniques, network embedding also suffers from the problem of lacking interpretability. Usually each dimension in the embedding space does not have any specific meaning. Also, although network embedding can generate effective feature representation, we lack an overall comprehension of how embeddings distribute in the new space, due to the obscurity of the applied network embedding models. Interpretability plays a crucial role in many application scenarios. On one hand, as heterogeneous information sources such as links [46, 52], attributes [25, 58], labels [26, 29, 56] and local structures [11, 22, 52] are incorporated into network embedding algorithms in computing the similarity between nodes, interpretation approaches can provide clues about which information is important in producing the outcome, and whether it is in accordance with the application [47]. On the other hand, the “black box” nature of a model may impede users from trusting the generated analytical results [37]. For example, many recommender systems map users and products into embedding spaces, followed by some matching algorithms to recommend products to users. Users may better trust the recommendation results if the underlying reasons could be specified [8]. Thus we propose to investigate the important problem of enabling interpretation in network embedding.

Understanding network embedding is a nontrivial task due to unique properties of the problem and characteristics of the network data. First, we cannot directly apply existing interpretation methods designed for prediction models [5, 20, 47]. These methods require class labels of instances, which are however not available from embedding results. Second, many real-world networks are of large volume, contain diverse information and tend to be noisy. These data characteristics require the interpretation schema to effectively utilize various information sources and process them efficiently. Third, although visualization techniques can be applied to understand network embedding results [21, 41, 50], it is not intuitive for users with limited data science background to manually discover complex patterns from visualization. Some information even cannot be rendered merely through visualization.

To tackle the aforementioned challenges, in this paper, we propose a novel interpretation framework for understanding network
embedding. The approach is post-hoc, i.e., we focus on interpreting the given network embedding result, so that it is applicable to different types network embedding methods. Unlike many existing frameworks that provide local interpretation to individual instances [3, 47], our method focuses on capturing the global characteristics of embedding result. Our interpretation of network embedding is presented in the form of a taxonomy. We first extract the backbone of the taxonomy to know how instances are distributed in the embedding space, and then provide descriptions to different concepts in the taxonomy by utilizing the property of network homophily. Proper data structures and algorithms are presented to improve the efficiency of the approach. The resultant interpretation, together with visualization tools, could provide richer information to end users. The major contributions of this paper are as follows:

- We design a model-agnostic interpretation framework to understand network embedding result through taxonomy induction.
- We propose clear objectives in each step of the taxonomy induction, and develop effective algorithms towards the objectives.
- We design new metrics for evaluating interpretation accuracy. Experiments on real-world networks are conducted to demonstrate the effectiveness of the proposed approach.

2 PROBLEM FORMULATION

2.1 Notations

We use boldface uppercase alphabets (e.g., $A$) to denote matrices, boldface lowercase alphabets (e.g., $z$) as vectors, calligraphic alphabets (e.g., $T$) as sets, and normal characters (e.g., $i$, $k$) as scalars. The size of a set $T$ is denoted as $|T|$. The $i$-th row, $j$-th column and $(i, j)$ entry of matrix $A$ are denoted as $A_{i,:}$, $A_{:,j}$ and $A_{i,j}$, respectively. Let $N = \{V, E, X\}$ be the input network, where $V$ denotes the set of nodes, $E$ denotes the edge set, and $X \in \mathbb{R}^{N \times M}$ denotes the attribute matrix. Specifically, the network has $N$ nodes, and each node is associated with $M$ attributes. Some examples of node attributes include biographical information of users in social networks, and reviews of products in co-purchase networks. The output of network embedding is the representation matrix $Z \in \mathbb{R}^{N \times D}$, where $Z_{i,:} \in \mathbb{R}^{D}$ denotes the embedding instance of the $i$-th node. In this paper, we assume there is only one type of nodes and relations in the network, but the work can be extended to heterogeneous networks with various types of nodes and relations.

2.2 Objectives of Network Embedding

In order to provide directions in designing an appropriate interpretation method, we first elaborate the commonalities of different network embedding approaches. Specifically, a vast majority of existing network embedding approaches can be reduced to solving the following optimization problem:

$$
\min_{Z} \mathcal{L}_{emb} = \mathcal{L}_{app}(N, Z) + \alpha_{0} \mathcal{L}_{reg}(Z),
$$

where

$$
\mathcal{L}_{app}(N, Z) = \sum_{i,j \in V} l(s_{N}(i, j), s_{Z}(i, j)).
$$

Here $\mathcal{L}_{emb}$, $\mathcal{L}_{app}$ and $\mathcal{L}_{reg}$ denote the overall loss function, approximation loss function and regularization terms, respectively. $\alpha_{0}$ is a balancing parameter. $s_{N}(i, j)$ and $s_{Z}(i, j)$ represent the similarity measure between node $i$ and $j$ in the original network and embedding space, respectively. $l$ is the element-level loss function measuring the disparity between $s_{N}(i, j)$ and $s_{Z}(i, j)$. Examples of $s_{Z}(i, j)$ include logistic error [52], square error [55] and inner product [56]. $s_{N}(i, j)$ can be measured based on neighborhoods [11, 52], node attributes [25] and labels [29, 56]. For example, in [52], the objective function considering the first-order proximity is $- \sum_{(i, j) \in E} w_{i, j} \log p(i, j)$, where $w_{i, j}$ is the edge weight and $p(i, j)$ is the probability between node $i$ and $j$. Here $s_{N}(i, j)$ and $s_{Z}(i, j)$ correspond to $w_{i, j}$ and $p(i, j)$, and $l$ is the KL-divergence. The similarity between nodes in the original network are thus encoded into the proximity between embedding instances. From the analysis above, we are interested in two aspects for understanding network embedding results: how do the embedding instances distribute in the latent space (i.e., which nodes are mutually adjacent or separated in the latent space), and what are the possible factors leading to the embedding distribution?

2.3 Taxonomy Induction as Interpretation

We consider several elements when designing the interpretation schema. First, as different methods adopt different strategies for embedding representation learning, we leverage the post-hoc strategy [37] and attempt to extract explanation information from the obtained embedding results. Second, we focus on explaining the overall embedding results rather than providing local explanations for each individual node, due to the existence of autocorrelations [32] among connected nodes. Third, as community structures are naturally observed in real-world networks, it motivates us to explain the embedding results based on communities.

Considering the factors above, in this paper, we tackle the problem of explaining network embedding via taxonomy induction. A taxonomy is a structured organization of knowledge to facilitate the information searching. An example of taxonomy is shown in Figure 1, where different classes are organized in a hierarchical structure, and classes of coarse granularity are gradually split into refined ones. Following the existing work on taxonomy construction [10, 40, 44], we map the terminology in network analysis to taxonomy induction. We define the “domain” in a taxonomy as the whole data at hand, including network $N$ and its embedding $Z$. The attributes $X$ and edges $E$ in networks are regarded as “terms” as they describe the properties of nodes. The backbone of a taxonomy is usually a hierarchy of "concepts", which correspond to clusters implicitly contained in $Z$. The embedding vectors of all nodes are divided into smaller clusters in an iterative manner. The “hypernym” relation in a hierarchy is modeled by the directed link between a parent cluster and child cluster. In this way, we distill the implicit relations and patterns concealed in embeddings into explicit organizations of knowledge.

![Figure 1: A toy example of taxonomy for “clothes”.](image-url)
summarizing the characteristics of each cluster discovers the factors that lead to such characteristics. In this paper, in particular, we refer to the former aspect as the global-view interpretation, and the latter aspect as the local-view interpretation.

3 GLOBAL-VIEW INTERPRETATION

The goal of this section is to extract the backbone of the taxonomy based on the embedding instances. Concretely, the backbone is represented as a hierarchy of clusters in the embedding space. In this way, we can gain more insights about how nodes distribute in the embedding space, and gradually unveil the structural patterns among nodes in the embedded space.

3.1 Embedding-based Graph Construction and Clustering

Given the embedding result \(Z\), we first build a graph \(G\), whose affinity matrix is denoted as \(A^G\), to store the node-to-node similarity in the embedded space. The edge weight between each pair of nodes is defined as:

\[
A_{i,j}^G = \exp(-\|Z_{i,:} - Z_{j,:}\|^2/2\sigma^2).
\]

Since computing and storing weights for all pairs of nodes could be extremely expensive when the number of nodes is large, here we only maintain a sparse affinity matrix defined as follows:

\[
A_{i,j} = \begin{cases} A_{i,j}^G, & \text{if } j \in \text{Neighbors}(i) \text{ or } i \in \text{Neighbors}(j) \\ 0, & \text{otherwise} \end{cases},
\]

where the number of neighbors is \(|\text{Neighbors}(\cdot)| = b|\log_2 N|\) according to \([54]\), and \(b\) is a constant integer. The resultant affinity matrix \(A\) is symmetric. The cluster structure of embedding instances is obtained by solving the problem below:

\[
\min_{W \geq 0} \|A - WW^T\|_F^2,
\]

where \(W \in \mathbb{R}^{N \times C}\), \(C\) is the number of clusters and \(\| \cdot \|_F\) denotes the Frobenius norm. The above formulation is equivalent to performing kernel K-means clustering on \(Z\) with the orthogonality constraint \(W^T W = I\) relaxed \([18]\). A larger value of \(W_{i,c}\) indicates a stronger affiliation of the node \(i\) to cluster \(c\).

It is a nontrivial problem to solve Equation 4, since the objective function is a fourth-order function which is non-convex with respect to \(W\), so we reformulate the problem as below:

\[
\min_{W,H \geq 0} \|A - WH^T\|_F^2 + \alpha \|W - H\|_F^2,
\]

where \(\alpha > 0\) controls the tradeoff between approximation error and factor matrices difference. Traditional iterative optimization methods such as coordinate descent methods \([24, 36]\) can be applied to solve the problem by updating \(W\) and \(H\) alternatively. The value of \(\alpha\) is gradually increased to reduce the difference between \(W\) and \(H\) as iterations proceed until convergence.

3.2 Hierarchy Establishment from Embedding-based Graph

Rather than performing conventional flat clustering on \(G\), we leverage the hierarchical strategy to resolve the graph recursively. The reasons are two-fold. First, it is hard to know the optimal number of clusters in \(G\). By adopting hierarchical clustering, we avoid starting over and exhaustively trying different \(K\) values, which is often time-consuming. Second, multilevel abstraction of concepts naturally exists in many real-world networks, such as product catalogues in e-commerce networks, and topic hierarchies in document networks. In addition, practitioners can trim the obtained hierarchical structure based on their own needs, which is helpful in interpretation where the interactions exist between users and models.

We adapt the previously mentioned NMF algorithm for clustering \(G\) in a hierarchical manner, as summarized in Algorithm 1. After initialization (line 1–2), we repeatedly split large clusters into smaller ones. An example can be found in Figure 2. The details of the hierarchical clustering process are introduced as follows:

- **Partition Score** (line 4). At each step \(i\), we need to choose the “best” cluster to be partitioned. A cluster is suitable for further partitions if it contains several smaller cluster components which are densely intra-connected and loosely inter-connected. We use the normalized cut (ncut) \([49]\) as the partition score \(s()\):

\[
s(M^t) = \text{ncut}(\{M^t_k : k \in [1, K]\}) = \sum_{k=1}^{K} \frac{\text{cut}(M^t_k, V - M^t_k)}{\text{assoc}(M^t_k, V)}.
\]

where \(\text{cut}(M^t_k, V) = \sum_{i \in M^t_k, j \not\in M^t_k} A_{i,j}\) and \(\text{assoc}(M^t_k, V) = \sum_{i \in M^t_k, j \in V} A_{i,j}\). In this way, if each sub-cluster \(M^t_k\) is well isolated from other nodes, then \(\text{cut}(M^t_k, V - M^t_k)\) will be small. Besides, if the nodes within \(M^t_k\) are well connected, then \(\text{assoc}(M^t_k, V)\) is large, since \(\text{assoc}(M^t_k, V) = \text{assoc}(M^t_k, M^t_k) + \text{cut}(M^t_k, V - M^t_k)\). Therefore, the cluster with smallest partition score \(s()\) is assigned with top priority to be further split.

- **Rank-K NMF** (line 7–8, 14): Let \(A^i \in \mathbb{R}^{n \times n}\) denote the affinity matrix of cluster \(M^i\) which is selected to be further partitioned.

![Algorithm 1: Taxonomy Backbone Extraction from G](image-url)
at step $t$. The size of $M^t$ is $n$. We fix the number of sub-clusters as $K$, so each partition step is transformed into a local rank-$K$ NMF problem: $\min_{W^t, H^t \geq 0} \| A^t - W^t H^{T^t} \|_F^2 + \alpha \| W^t - H^t \|_F^2$. For generality, in this work we set $K = 2$ if no other prior knowledge is available. After initializing $H^t$ and $\alpha$, the NMF problem is solved in an iterative manner until convergence [31]:

$$W^t \leftarrow H^t, \quad \alpha \leftarrow c_{\text{scale}} \cdot \alpha$$
$$H^t \leftarrow \arg\min_{H^t \in \mathbb{R}^{n \times K}} \left\| \frac{A^t}{\sqrt{\alpha W^t}^T} - \frac{W^t}{\sqrt{\alpha I}_K} \right\|_F^2,$$

(7)

where $c_{\text{scale}}$ is slightly larger than 1, so that $\alpha$ keeps increasing throughout iterations to force $H^t$ and $W^t$ to be gradually close to each other. Here $I_K$ is the $K \times K$ identity matrix. After convergence, we assign each node $i$ to the new sub-cluster $k_i = \arg\max_k W^t_{ik}$. In the taxonomy tree $T$, the new $K$ sub-clusters are appended as the children of $M^t$.

• Outliers Identification (line 9–12, 16): Outliers adversely affect the clustering quality as they are likely to be separated as sub-clusters but usually do not contain patterns of interest. We treat a sub-cluster $M^t_k$ as outliers if it is of extremely small size compared with its parent (i.e., $|M^t_k| < \gamma |M^t|$) and $0 < \gamma < 1$) and has high partition scores (low priority). We keep excluding outliers for at most $I$ rounds, so that $M^t$ will not be partitioned if its main components are outliers (i.e., $i \leq I$ does not hold).

4 LOCAL-VIEW INTERPRETATION

In the previous section, we discussed how to obtain the backbone of taxonomy through hierarchical clustering. In this section, we concentrate on each cluster in the taxonomy to summarize its unique characteristics or properties.

Specifically, we utilize node attributes to delineate the properties of clusters. Typical examples of node attributes include the user profile information in social networks, reviews of products in e-commercial networks, and research areas of scholars in academic networks. The reasons are twofold for using node attributes to delineate the properties of clusters in the embedded space. First, many network embedding algorithms already incorporate attribute information to learn informative embedding representations [25, 26, 29, 56, 58]. In this case, our goal is to find the significant contents that lead to the embedding results. Second, according to the principle of network homophily [42], nodes with similar attributes are more likely to be linked with each other. Hence, even though an embedding algorithm does not explicitly leverage node attribute information, we can still use it to derive a palpable understanding of the obtained clusters.

We tackle the problem of characterizing clusters as a multitask feature selection problem. Here the “feature” refers to the node attributes. Each cluster is then characterized by the important attributes shared by the majority of nodes in the cluster. The cluster structure identified by the global-view interpretation provides the discriminative information which supports feature selection to be implemented in a supervised manner. Concretely, let $Y \in \mathbb{R}^{N \times C}$ denote the class label matrix, where $Y_{n,t} = 1$ if node $n$ belongs to cluster $M^t$ and $Y_{n,t} = 0$ otherwise. Here $C$ is the number of tasks.

Figure 3: Left: Groups of important attributes associated with each cluster in a subtree of the taxonomy. Right: Corresponding activated entries in the weight matrix $U$.
Algorithm 2: Optimization algorithm for Equation 11.

Input: Affinity matrix $A$ of $G$, attribute matrix $X$, hierarchical clusters $T$, $\lambda \in \mathbb{R}_+$.  
Output: Weight matrix $U$, coefficients $\{g_m, r\}$.

1. Initialize $U$ and $\{g_m, r\}$

2. while not converged do
   3. for $t=1, 2, \ldots, C$ do
      4. Collect samples $\{(i, j)|i, j \in \mathcal{M}^t\}$, and negative samples $\{(i^-, j^-)\}$ from other clusters.
      5. Update $U_{i, t}$ using mini-batch stochastic gradient descent.
      6. Update $g_{m, r} = \frac{l_{t,i} ||U_{m, t}||}{\lambda_m \sum_{r \in T} l_{t,r} ||U_{m, r}||}$

end for

end while

of nodes $i, j$ within a certain cluster $\mathcal{M}^t$, the consistency of node similarity in the embedding space and that in the selected feature space can be quantified as below:

$$\sigma(i, j) = \frac{1}{1 + \exp(-A_{i,j}X^T \text{diag}(U_{i, t})X)} \quad (8)$$

where $\text{diag}(U_{i, t})$ turns the column vector $U_{i, t}$ into the diagonal matrix form. $X^T \text{diag}(U_{i, t})X$ is the similarity between attributes of $i$ and $j$ weighted by $U_{i, t}$, while $A_{i,j}$ is the edge strength between instance $i$ and $j$ in graph $G$. Then the objective function with respect to $U$ is given as follows:

$$\max_U \sum_{t=1}^C \left( \sum_{i, j \in \mathcal{M}^t} \log(\sigma(i, j)) + \sum_{i^-, j^-} \log(1 - \sigma(i^-, j^-)) \right). \quad (9)$$

The samples $i^-$ and $j^-$ are negative samples from other clusters. By optimizing the above objective function, we obtain $U$ that selects a subset of important attributes for each cluster $\mathcal{M}^t$ such that node proximity in the selected feature space are in line with the proximity in the embedding space.

To take advantage of the hierarchical structures contained in the taxonomy, some constraints are required to regularize $U_{i, t}$. Let $P = (t_0, t_1, t_2, \ldots, t_k)$ denote the path from the root to a leaf in the taxonomy tree $T$, where $t_i$ refers to a tree node and $t_{i-1}$ is the parent of $t_i$. Two clusters $\mathcal{M}^t$ and $\mathcal{M}^{t'}$ are expected to share some common characteristics if $t_i$ and $t_j$ lie on the same path $P$. An example is shown in Figure 3. For $\mathcal{M}^{t'}$, its important attribute is $x_3$, while $x_3$ is also one of the important attributes of $\mathcal{M}^t$ and $\mathcal{M}^t$ as they are in the same root-to-leaf path. To incorporate the prior knowledge of tree-based structure in taxonomy, we introduce tree-based group lasso regularization [28] to the objective function. Therefore, the overall objective function for local-view interpretation is formulated as:

$$\max_U \sum_{t=1}^C \left( \sum_{i, j \in \mathcal{M}^t} \log(\sigma(i, j)) + \sum_{i^-, j^-} \log(1 - \sigma(i^-, j^-)) \right)$$

$$- \lambda \sum_{m} \sum_{t \in T} l_{t,i} ||U_{m, t}||^2. \quad (10)$$

For the regularization term, $U_{m, t}$ is a vector of weight coefficients $\{U_{m, t} : t \in T\}$, where $t$ refers to a tree node in taxonomy $T$. Here $t \in T$ if the cluster $\mathcal{M}^t$ is part of $\mathcal{M}^t$. This also implies that if $t \in \tau$, then $t \in \text{parent}(\tau)$. Considering the tree structure, one way for selecting negative samples $i^-$ and $j^-$, w.r.t. $i, j \in \mathcal{M}^t$, is to sample from clusters that are not in the same path as $\mathcal{M}^t$.

The above optimization problem is non-smooth due to the existence of $L_1/L_2$-norm regularization term and is hence difficult to optimize. Therefore, we use an alternative formulation previously introduced for group lasso [2]:

$$\max_U \sum_{t=1}^C \left( \sum_{i, j \in \mathcal{M}^t} \log(\sigma(i, j)) + \sum_{i^-, j^-} \log(1 - \sigma(i^-, j^-)) \right)$$

$$- \lambda \sum_{m} \sum_{t \in T} l_{t,i} ||U_{m, t}||^2 g_{m, r} \quad (11)$$

subject to $\sum_{m} \sum_{t \in T} g_{m, r} = 1$, $g_{m, r} \geq 0$.

where additional variables $\{g_{m, r}\}$ are introduced. The way of setting $l_t$ is suggested in [28]. The problem above is then solved by alternatively optimizing $U$ and $g_{m, r}$, as shown in Algorithm 2. In each iteration, we first hold coefficients $g_{m, r}$ as constant and update each column $U_{i, t}$ using stochastic gradient descent. Then we fix $U$ and update $g_{m, r}$, where the update equation is given in Line 6 of Algorithm 2.

## 5 EXPERIMENTS

We evaluate the effectiveness of the proposed interpretation framework quantitatively on real-world datasets. A case study is also implemented to intuitively show the interpretation results.

### 5.1 Experimental Settings

**Datasets** We use three real-world datasets to evaluate the interpretation results. The detailed statistics of theses datasets are in Table 1. The detailed descriptions of these datasets are as follows.

- **BlogCatalog**: An online community network from which links between users and posts of users are extracted. Users are represented as nodes, and their associated posts are used as node attributes. Predefined class labels of users are also available.
- **Flickr**: An image and video hosting website. The following relationships among users form a network, in which the tags of interest are used as node attributes. The groups that users joined are treated as class labels.
- **20NewsGroups**: A collection of news documents, each of which belongs to one of the twenty different topics. The topics are used as class labels, and a topic hierarchy is directly available from the data source. We use a tf-idf vector to represent each document and measure the similarities among documents using cosine similarity. A network is constructed based on document similarities, and news texts are attached as attributes. The attributes are only used in interpretation, while for network embedding only link information is considered.

| Dataset    | $N$ | $M$ | $|\mathcal{C}|$ | #class |
|------------|-----|-----|----------------|--------|
| BlogCatalog| 5,196 | 50 | 434,868 | 6 |
| Flickr     | 7,575 | 60 | 479,476 | 9 |
| 20NewsGroups | 18,774 | 60 | 401,108 | [6, 20] |

Table 1: Statistics of the datasets.

5.2 Evaluation on Global-View Interpretation

5.2.1 Evaluation Metric for Global-View Interpretation. The evaluation of global-view interpretation follows the common workflow of clustering evaluation. In particular, we use Normalized Mutual Information (NMI) to measure the hierarchical clustering quality with respect to the ground-truth clusters. For a dataset with defined hierarchy, at each level, we compute the NMI between the clustering results and the ground-truth clusters at that level.

5.2.2 Employed Network Embedding Methods. We introduce the employed network embedding methods to be interpreted. Note that global-view interpretation takes the network embedding results as input rather than the original network. Therefore, to guarantee that ground-truth cluster labels of nodes can still be used on the embedding representations of nodes, we include the following embedding methods which: (1) preserve the first-order or high-order node proximity (e.g., LINE [52], SDNE [55], node2vec [22]); (2) incorporate labels with links and attributes (e.g., LCMF [58], LANE [26]). In particular, LINE, node2vec and SDNE are used to embed the 20NewsGroup network, while LANE and LCMF are performed on BlogCatalog and Flickr networks. For LINE, we set the number of negative samples as 10, the number of samples as 200 millions, \( \rho = 0.025 \), and enable second-order proximity. For node2vec, we set \( p = 1, q = 0.5, \) walk length as 80 and the number of walk per node as 15. For SDNE, there are two encoding layers with 600 and 128 latent factors, respectively. For LANE, we set the balancing parameter of labels as 300 for BlogCatalog and 150 for Flickr. For LCMF, we set the balancing parameter of attributes as 3 for BlogCatalog data and 5 for Flickr data. The notations above are borrowed from the corresponding reference papers.

5.2.3 Global-View Interpretation Results and Analysis. The global-view interpretation results are shown in Figures 4 - 7. We omit the results for SDNE on 20NewsGroup owing to lack of space, as they are similar to those for node2vec. Some observations are made as follows. First, in general, the proposed method and SymNMF have more stable clustering performances than HierKm, and even better performances in some cases. It means that, although we work on the embedding-based graph instead of directly on the embedding instances, the clustering results are not significantly affected. In certain cases, we even benefit from clustering on embedding-based graphs. Second, the proposed method is comparable to SymNMF as \( k \) increases, as they actually share the same original loss function in Equation 4. The proposed method has better performance when \( k \) is small. This is probably because a small \( k \) is largely inconsistent with the real number of clusters in the datasets, which hinders the

For all of the datasets above, we preprocess the attributes (i.e., word tokens) using LDA [7] to reduce the number of dimensions.

Alternative Methods for Global-View Interpretation. To evaluate whether the extracted hierarchical clusters by our approach are reasonable, we introduce two alternative clustering methods for comparative analysis. The goal is not to defeat these alternatives, since the proposed method can be seen as a variant of them.

- **SymNMF** [31]: A flat graph partitioning algorithm based on NMF. It has the same overall loss function as our method. The input is also the graph \( \mathcal{G} \) constructed from embedding results.
- **HierKm** [30]: A hierarchical clustering method based on the k-means algorithm. Its workflow is the same as Algorithm 1. It operates directly on embedding instances.

Baseline Methods. We further verify if the description of each cluster, selected from node attributes, correctly reflects its characteristics. The baseline methods are introduced as below.

- **MTGL** [28]: A multitask classification model also guided by tree-based group lasso. It shares the same global-view interpretation result as the proposed method.
- **NDFS** [35]: An unsupervised feature selection algorithm. We use the graph Laplacian built from embedding vectors and the attribute information of nodes as the input.
- **LIME** [47]: A model originally designed for interpreting individual instances in classifiers. In our experiments, we select a number of target embedding instances. For each instance, we select important attributes of its neighborhood compared with some other distant clusters for local interpretation.
The goal of local-view interpretation is to identify the attributes shared by the nodes in the same cluster obtained from the global-view interpretation. We design two sets of experiments to verify the correctness of the identified attributes, through adversarial perturbation and network reconstruction, respectively.

5.3 Evaluation on Local-View Interpretation

The goal of local-view interpretation is to identify the attributes shared by the nodes in the same cluster obtained from the global-view interpretation. We design two sets of experiments to verify the correctness of the identified attributes, through adversarial perturbation and network reconstruction, respectively.

5.3.1 Adversarial Perturbation Based on Interpretation. As it is difficult to obtain the ground truth information (e.g., significant attributes), we first evaluate the accuracy of generated interpretation through adversarial perturbation. After identifying the significant attributes of nodes, we select a number of seed nodes for generating adversarial samples. We create a copy for each of the seeds, distort the value of their attributes and feed the new nodes along with the original network into the embedding algorithms. After that, we measure the relative shift of the new embeddings from the original embeddings of seeds. Let $z_n$ and $z'_n$ be the embedding instance of node $n$ before and after perturbation, respectively, the shift is defined as:

$$shift(n, d) = 1 - \frac{|\text{Neighbors}(z_n) \cap \text{Neighbors}(z'_n)|}{|\text{Neighbors}(z_n)|},$$  \hspace{1cm} (12)$$

where $\text{Neighbors}(z_n)$ denotes the set of neighbor nodes around $n$ in the embedding space, and $d$ is the amplitude of adversarial perturbation. Large shift is expected if the generated interpretation faithfully reflects the mechanism of employed embedding models.

Specifically, the number of seeds is set as $0.03 \times N$ for each network, where $N$ is the total number of nodes. For each seed’s embedding vector, the number of neighbors is chosen as $0.01 \times N$ for LANE and $0.03 \times N$ for LCMF. The parameters settings of LANE and LCMF remain the same as in the previous experiments. For LCMF, since it outputs several matrices besides the embedding matrix $Z$, we fix the values of these matrices and only allow $Z$ to be updated during learning process. For each seed node in cluster $M'$, we identify 4 positively significant attributes and 4 negatively significant ones to be perturbed, corresponding to the largest and smallest entries in $U_{1, t}$, respectively. The value of the former ones are decreased, while the value of latter ones are increased. The $L_2$ norms of both types of perturbation are normalized to $d$.

The experiments are conducted on BlogCatalog and Flickr. The performance of adversarial perturbation is shown in Figure 8 for LANE and Figure 9 for LCMF. The figures show that the average shift of adversarial samples increases as we increase the perturbation amplitude. The adversarial samples created by the proposed method are more effective, as they are more dramatically shifted from their original neighborhood prior to adversarial perturbation. The proposed method has better performance than MTGL. The reason could be that the edge weights contained in $A$ are more informative than binary class labels used in MTGL. In addition, interpretation approaches (e.g., Prop, MGTL), which focus on overall embedding instances, have better performances than LIME which interprets individual embeddings locally. It indicates the importance of considering a wider range of contexts in solving our problem. The embedding instances in other clusters provide contrastive information to filter out irrelevant attributes with respect to the current cluster, while instances within the same cluster help filter out noises in attribute selection.

5.3.2 Network Reconstruction from Interpretation. In this subsection, we evaluate interpretation results with respect to their capability of network reconstruction. The motivation for this experiment is that, while network embedding methods encode topological structures into embeddings, interpretation algorithms try to recover the attribute patterns consistent with the embedding distribution. We use the 20NewsGroup network, in which the links between documents (nodes) are established based on their content similarity. We build an LDA model with 60 latent topics from the documents, and assign each node with a 60-dimensional attribute vector. After solving $U$, in each leaf cluster $M'$, we predict links based on the similarities between nodes with respect to attributes, the importance of which is weighted by $U_{1, t}$. The predicted links correspond to node pairs with large similarity scores. The existing links in the original network serve as the ground-truth. LIME is not considered in this experiment since it interprets embedding vectors locally. We use precision@k as the evaluation metric.

The results are presented in Figure 10. In general, the proposed method achieves better performance than baseline methods. Its interpretation performances are relatively stable across different network embedding methods. The edge weights in $A$ contain more information than class labels, which could explain why the proposed method performs better than MTGL. The advantages of NDFS are
We select several clusters and present the keywords of the document visualization of embedding vectors are obtained using t-SNE. The features are consistent with the visualization results, which reflects the effectiveness of the global-view interpretation method. Second, the keywords of each cluster are consistent with the ground truth news topics, which validates the effectiveness of the local-view interpretation. Third, we can observe that some major clusters, such as $M_6$ and $M_{13}$, contain multiple topics, since they have not been thoroughly decomposed in shallow levels of the taxonomy. Different topics are disentangled as we continue splitting clusters towards deeper levels. For example, many topics are mixed in $M_6$ which is one of the major clusters in $T^7$. However, as we split $M_6$ into $M_{13}, M_{17}, M_{29}$ and $M_{36}$, each sub-cluster has a coherent topic. Some keywords in these sub-clusters are inherited from $M_6$, such as the (god, jesus) in $M_{36}$, (game, team) in $M_{29}$ and (government, gun) in $M_{13}$, so that a larger and coarser concept is split into smaller but refined ones.

6 RELATED WORK

Network embedding is attracting more and more attentions recently for its effectiveness in generating informative node representations. Network embedding methods can be divided into several categories according to the types of information that is preserved [17]. First, some approaches encode topological structures into embedding vectors, such as various orders of proximity [29, 46, 48, 52, 55], transitivity [45], community structures [56] and the structural roles of nodes [22]. Here first-order proximity usually refers to the directly links between nodes, and high-order proximity means node neighborhoods of various ranges. Second, some methods incorporate rich side information of networks, such as attributes of nodes and edges [25, 34, 58], as well as the labels of nodes [26]. Third, some existing work models different types of objects using networks with heterogeneous nodes and jointly learn embedding vectors [12, 19, 51]. Network embedding has been shown to be feasible in tackling problems such as link prediction [55], node classification [22, 52] and network alignment [14].

Despite superior performance and widespread application, many popular ML models such as deep models remain mostly black boxes to end users [13, 39, 47]. Existing methods for ML interpretation focus on explaining classification and prediction models. These methods mainly focus on: 1) explaining the working mechanisms or the learned concept after model establishment [13, 27, 43]; 2) extracting the important features or rules of how individual predictions are made [3, 15, 38, 47]. Specifically, for the former category, some methods select representative samples for each class to build the concept of different classes [27, 33], while some methods utilize model compression to extract or reformulate human-understandable knowledge from complex models [9, 13]. Visualization techniques can work with interpretation methods to facilitate the description of data and exploration of sense-making patterns in networks. The main idea is to project data into extremely low-dimensional (2D or 3D) spaces. Some representative techniques include Principal Component Analysis [1], nonlinear methods such as Isomap [53], Laplacian Eigenmaps [6], t-SNE [41] and LargeVis [50].

7 CONCLUSION AND FUTURE WORK

In this paper, we propose a novel post-hoc interpretation framework to understand network embedding. We formulate the problem as taxonomy induction from embedding results. We first build a graph...
G from embeddings to encode the relations between embedding instances into graph edge weights. The backbone of the taxonomy is constructed as a tree by performing hierarchical clustering on the graph G. The characteristics of the clusters in taxonomy are identified as a multitask regression problem with tree-based regularization. Quantitative evaluations and case studies on real-world datasets demonstrate the effectiveness of the proposed framework.

Some future work towards interpreting network embedding are as follows. First, more sophisticated hierarchical clustering methods can be developed to extract more accurate structure hierarchies. Second, in addition to the node attributes, interpretation based on network structural characteristics can be further exploited. Third, combining embedding interpretation with existing ML interpretation is also a promising direction.
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