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CHAPTER 17 — INFORMATION SCIENCE

Binary and decimal numbers — a short review:

For decimal numbers we have 10 digits available (0, 1, 2, 3, ... 9) with
place values as powers of ten. /7 3 ]

10,000 1000 100 10 1

10* 10° 102 10t 10°

a7131= 4 (1009) + 7 (100) +3 (1) +1 ()

For binary numbers we have 2 digits available (0 and 1) with place values
as powers of two.

Express the following binary numbers as decimal numbers:

9 10111g,,= (1) +e(8)+ 1(9) 1+ 1(2) + ()
IC R B O S

b) 111010107y, = | (12g) +((c9) +1(3%) +2G) +1(5) + o0+ 102) 1 o) -

(1 + 61 + 32 & + 2 =23y
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Express the following decimal numbers as binary numbers:

e A
Gy 32 K g v a2 |
2 20 ar 2 20 o
57 %9 !
-32 It -g ZL
a5 7 4
1= 100001
.0 o o I I |
128 ¢y 32 g g 2 l
){Z'/ _7 _3 |
& ey
2 3

Using binary digits (bits), we can encode up to 2" pieces of information ©2f

These

using # bits. So how many bits will we need to code 16 pieces of

[« Jooo

information? ==l
n ‘ T e =
1"=16 P, sewe need bl ==

— o /
[ <= =
[ — & <=4,

A
/,\0'

Lt

Some numbers have multiple check digits. In some ceges, the cﬁéck‘/digus
are arranged so that certain sums have even parity. These are called
parity-check sums where the parity of a number refers to whether a
number is even or odd. Even numbers have even parify and odd numbers
have odd parity.

A set of words composed of 0’s and 1’s that has a message and parity
check sums appended to the message is called a binary linear code. The
resulting strings are called code words.
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For this type of parity-check sum with 4 bit codes, a,a,asa,, and 3 binary
check digits, ¢;c,c3, we can use a Venn diagram to help find the check

digits or find errors when there is only one error. S5+
Wwant +a/7/ck Cs Jrﬁdfét J

e \ b ed Tall e \

/ “e

,.« \ / /< / | A -
/6 f, a , ANE (N 4

VoY \\/\/u/ >@\/
\\,_‘c_a,,,/’; \] %‘331 L \ s

Sym
:7 <lrele
S erps ><4J é)

Corper

a) What is the appropriate code word (code plus éheck digits) for the
code 1001? [0a]]o|

b) Fix the error in the code 1101101 if it is known only one digit has an
error. ,_gr;/ jo|

The process of determining the message you were sent is called decoding.
If you are sent a message x and receive the message as y, how can it be
decoded?

The distance between two strings of equal length is the number of
positions in which the strings differ.

J VRN

(a) 10111 and (b) 110101 and
11101 101010
distance of ;Z distance of 5

The nearest neighbor decoding method decodes a message as the code
word that(agrees with the message in the most positions)provided there is
-

only one such message.

MCgas f‘“w///(’.r?‘ ’(/:"7(4\/-(’
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How good a code is at detecting and correcting errors is determined by the
weight of the code. The weight of a binary code is the minimum number
of 1’s that occur among all non-zero code words of that code.

Consider a code of weight 7,
e The code can detect t — 1 or fewer errors.

e The code can correct half as many as it can detect (rounded down).
t—1
o —-or fewer errors if # is odd.

t—2 il
o —-or fewer errors if # is even.
Hovv Many l's T ¢aerc X3 Y 7
Consider the code C = {0000000, 0011 111,1111000, 1111111}
0olloll" ooo 0| goes|@l]l ooz]ei] " «
Distance btn 00;10(!9»\4( . n ’M\ 'I\;\ﬁ\ T ~nn T
At vrard s S
(a) What is the weight of the code? 7 7
MJ./\ i’]u;\,gt‘r A {\/5‘ inoall pea~2e0e c—‘a/ﬁ Wwerds
(b) How many errors can this code detect? Y-/ =3
weight —|
(c) How many errors can this code correct? 3 _ ;5 .,
Luta W({5XT~D\ - j__l B _J: _ ( & /(a(/vn e ,2
Wit S7 ”//J\—_ 2T x

(d) Decode the message received as 0001011 using nearest neighbor.
Lock €or srmallest At ance

5/"\4/!(‘!1’ 0[/:5‘{44(( ir [L,,[#wur Q‘/‘f(’)/ So  t+his s c(pj,.‘ﬁ
AN

fo
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A compression algorithm converts data from an easy-to-use format to one
that is more compact. jpg photo files use data compression as do most
video and audio files.

Delta function encoding uses the beginning value and the differences in
one value to the next to encode the data.

Compress the data below using delta function encoding and determine

how much the data is compressed. 0/?3/%0,(“;((;: :fo/ R VAEDY char
~ Conpresse/ dsed ! 1l cha,
1361 1357 1349 1350 1351 1351 Saved 13 ciir
-»(71 ‘2 / O Caa/zmm 7 is /3
1361 | 2, 5 71z
? Meust Tnelad

Waste q ch or % w
Start Chirades oq « ¢ had arorber Agmber op Tome 2.
A

Decompress the following data that was coded using delta function foe

encoding:
L(hCOﬁ/ﬂ/(‘fJ'a/ Aafa ?[7): RF ek,
(enpresse) A ‘
1027 3 2 5 6 0 -3 R N L TR
Sqw /CC{(,‘/
[027 o030 (9% 1033 le39 1939 le3¢ Cenpoessy,, ©Loy s
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Binary codes can also be compressed by assigning short codes to
characters that occur frequently and longer codes to characters that occur

rarely.

We have 5 symbols, A, B, C, D, and E. If we give all the symbols a code
of the same length, we would need 3 binary digits (000 to 101). Soa
string of 6 symbols would be 6 x 3 = 18 characters long. Can we devise a
different binary code if we knew how often each character occurred?

Use Huffman coding is a way to assign shorter code words to those

Yf_f/ WC Can st #t‘ o 7

Cod}, s

characters that occur more often.

Step 1
Step 2

Step 3

Step 4

Step §

Arrange these letters from least to most likely.

Add the probabilities of the two least likely characters and
combine them. Keep the letter with the smaller probability on
the left. Arrange the new list from least to most likely.

Repeat Step 2 until all the letters have been combined into one
group with probability of 1.

To assign a binary code to each letter, display the information in
a Huffman tree by undoing the process from Steps 2 and 3.
Always keep the smaller probability on the left and assign a 0 to
that branch. Assign a 1 to the branch with the higher probability.
The 0’s and 1°s for each path determine the code word for that
letter. Read from the top of the chart down to the letter.

A B C D E
0.17 0.25 0.34 0.06 0.18
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0.06 a7 oy .25 EPALC
P - EoA Bc
~ DA o
057 0.23 03285 Q3% O/\/ /\/
L_’——L/ E pg 8 C
.91
o/\
B C Eo4 DA
|25 6.3y 0.4/
0597
E oA B¢
00,4(] 0;57'1
i
EvABC
/
A B C | D | E
on-| 10 [l (oo 00
Decipher a message that was encoded using this Huffman code:
101401 001011101110110100001111
Blcl ole el cl a s o TE A ¢
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The process of disguising data is called encryption. Cryptology is the
study of making and breaking secret codes.

A Caesar cipher shifts the letters of the alphabet by fixed amount.

EXAMPLE
Create a Caesar cipher that shifts the alphabet by 8 letters and use it to
encrypt the message AGGIE.

TO0O0RM

ote . This is +he fame as a/«”y g omd 26
1123|456 7 (8910|1112 |13 |14 |15

0
A|BCIDE/IFIG/IH|I|J|K|L M|N O|P
L

1718|1920 | 21 23|24 |25

0/)'5

—~ 106
N

w
o |
Y=
S <
m =[N
-
N (=<
I [N

Cof cf

JIkKILIMIN O [P IQIRIS|TIU \/ WX

|
wheed §
Leter h:li)lc( S‘Aﬁc+ sF g

Howoy
The message TAIPK was created with a Caesar cipher with a shift of 12.

What is the original message?

/U177C: TA;I l._Y "‘l\r Sanme as 5‘«!)7‘/«,{},\’ /2 /‘I’/ Qg
1,234 |5|6|7|8[9]10)11 12 |13 14(15|1617(18|19|20|21 23 |24 |25

01] . 22
AlBlc/D|/E[F/G|H[I|JK|L/M|N|O]|P VW XY |z|os
(/”PINO/OQKSTU\/WX YI2|A8 |Clo|ElF el

!
| eter Aunbieed (1 bfc Shigrof (X

j@]
w
—
cC

\} k L Con’c,(

A decimation cipher multiplies the position of each letter by a fixed
number £ (called the key) and then uses modular arithmetic. To use a
decimation cipher,

1. Assign the letters A — Z to the numbers 0 — 25.

2. Choose a value for the key, %, that is an odd integer from 3 to 25 but
not 13 (why not?)

3. Multiply the value of each letter (i) by the key (k) and find the
remainder when divided by 26.
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/7< ,,/o,,.j/\,-alﬂ/ /f

4. To decrypt a message, the encrypted value x needs to be multiplied \/C

by the decryption letter j and

original letter.

then the remainder mod 26 is th{;7 Yis)-
/5) = los

There is a chart on page 618 of your book showing the decryption key, j, for/all possible values (7() .,

for the encryption key, k. Pairs of encryption and decryption values includg
(11,19),(17,23), and (25, 25). The decryption key is chosen so tha
means that (kj) mod 26 = 1. You do not need to memorize this chart.

3.9), (5,21), (7.15)\ "

(/)/z”ﬂ/
0 1 (2|3 4|56 7 |8|9 (10|11 12 |13 |14 |15|16 |17 18|19 |20 |21 | 22 | 23 | 24 5{5‘-)’;;
A/B|/C/ID E|FIGHIJK/LMNOPQR|ISTIUVIWX|Y|Z E

Use a decimation cipher with a key of 7 to encrypt AGGIE 7 dQ£c

A G G I E
Position O G g 8 7
' (Pos)*(e.l;ey) O 71 2 (7/ 2 5¢C 25
Mod 26 O /> (¢ 16 51 « 2 4
Code /% @ Q E C
o o 5¢ 3o
2 [%L 1 & AL AL ) -_lgé
-2 16 orsuix,,, , 3o 7 2
A watil TCTelt f
remaldes Gl QS Peen
The message below was encrypted with a key of 9.
The decryption key is 3. Decode the message.
L W V U B A I G
Position / / 922 2 / 20 j 19 &
(Pos)*(d-key) | 33 6C | 63 Co | 3 O s
Mod 26 7 Iy [l g 3 g | k7 | /g
Message H o L T D A Y S}
33 6 & _%3 v ’53 _31"7
s R

na™

*w‘\’yJﬁf?
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A Vigenére cipher uses a key word to encode the characters.
O|1]2 |3 | 4|56 |7 (8|9 |10|11[12 13|14 15|16 |17 |18|19]20 |21 | 22

A/BIC/IDE/FIGIHI|/JI KILIM|N|O|P|Q/R|SIT U V|W

23

X

24

Y

Use a Vigeneére cipher with a key word of WIN to encode the message

A G G I E

Position O C 6 8 l/

ey L A I L T

* | Sum A2 Iy K 30 12

Mod 26 &9\ /17/ /7 y < / 2

o w0 e
iads? s e =4

A Vigenére cipher with a key word of YES was used to encode the
message below. Decode it. You will need to subtract rather than add.

Q X M B C

Position / Q 1 3 [ | 2

2 Word R N A T

Pgif,fgyw,,, ey 8 AR } 7 (2= 6 =2y "2\} 2-4 _2
/M0d26 {<g C\ /7 20 N 3 C\ ;7\7 \
g S 7 o) r |

of g et T

Numbes ?E'I""“"

|
z

V
Z

~23
+ 26

S

2% To increase securlty, binary strings can be added together If the result is
even, enter 0. If the result is odd, enter 1. In other words, take the sum of
the digits mod 2. Note: This is not the same as binary addition.

Add the binary strings:
(a) 10110 (b) 10110
+ 00111 + 10110
1000 00000
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SAMPLE EXAM QUESTIONS FROM CHAPTER 17

Asce Valows gyl

1. Convert the binary number 10011 to a decimal number.
A3 @ 19 ) jorsl

(©) 16 (D) 12 oo
J v
Il1tolol

2. What is the distance between received words 1110101 and 10101117

W1 @2 ©3 M4

(E) more than 4

|1ollel
3. Add the binary strings 1101101 and 1110101. How many 1s digits are
in the sum? ool1looo
A 1 ©3 o "
(E) more than 4
4. Use delta encoding to compress the data origiml 20 cher
1724 1721 1721 1715 1739. el 1L
By how many characters is the data compressed?
A)9 ) (B) 10 77y =3 0 -¢ 24
©) 11 (D) 13
So al; = ‘7’,770 Comprrsicn

9. Use the Venn diagram method to find the code word for the code 1100.

A | [10oo|
ava
N

November 04, 2019

11
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[ ool |of
5. Use the Venn diagram method to decode the received word 1011101

assuming there was only 1 error.
(B) 0100

(C) 1101

(D) 1011

(E) None of these

W

Questions 6 and 7 use the code {1110, 1011, 1101.0110,0101,0011%Y.
2

3 3 3 2 2

6. What is the weight of this code?
W0 ®1 (©2) O3 ® 4

7. Which one of the following is a true statement about this code?

(A) This code can detect and correct two errors Atkear 2~ =,

(B) This code can detect two errors and correct 1 error Cortest Lo

(C) This code can detect and correct one error. o
/ec'«‘/é/v‘—7

D) )This code can detect one error and correct O errors
(E) None of these

8. Given binary codes A—0,C — 10,I—110,S — 1110, B —11110.

(a) Encode the messafiZSAB C&
[L1OO | //000 o

[Hloo 1 1jpoere

(b) Decode the message 1101110’130'9[110]
I

Tschnz

12
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10. Use a Huffman code to assign binary codes to the directions that occur
with the probabilities given below.

] o] (00 0
Up Down  Left Right
0.32 0.16 0.03 0.49
L 0 v ¢ RLOV
003  Od6, (032 OC4F
i 7N
Lo v & oL %
| o019 0.3 ) o417 /\
C.51 d LD
v
K Lov °/\i
Pt __os, o
1
R Lou

[

13
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11. Use a Caesar cipher with a shift of 6 to encode the word BINARY.

HOT G X £
o123 |4 |56 |7 89101112 |13 |14 |15|16 |17 |18|19 |20 |21 | 22 |23 |24|25
A/B|C|D/E|F|G/H|I|J/ KILIM|N|O|P|Q|R|S|T U V|W|X|Y|Z|o%
GIRIT|U K|L MV olp|& (RIS T\ v w|x Y |2|4]|8|C |o|E|F o

0 (123|456 |7 (8|9 101112 |13 |14 |15|16 |17 18|19 20|21 | 22 |23 |24 |25

A/B|C|IDIE|FIGIHIT|JIKILIMN|OPIQIRSIT UV WX|Y|Z
12. Use a decimation cipher with key 17 to encode the word CABLE. 14470

C A B L E

Pecs o 0 ) /] 7
ps %€ ko) | 3y 0 17 5> ‘s
Mod 26 ¥ 0 /7 5 & 16
Trandate I A K Q

$v ' 25
i %f\ j /@?
3 Iz

0 (1] 2|3 4|56 |7 |8|9|10|11(12 13|14 15 1?1819202122232425

A/B|C/DIE|F|IGH|IT|JIKILIM/|N|O|P|Q|R|S|T U VI W X|Y| Z
13. Use the Vigenere cipher with the key word GOLD was used to encode

LCZWHOWO. Decode the message.

L C Z W H O \%Y O
fes /| 2 25 [ a2 [ > 177 Taa 1y
koL, 86 P =10 P3¢ [T [T |3
S A A R N T Y / o // )/
Mdd| D N Y 17 / o I/ //
Traslare F a J T o] A L L

-2
ras

|4

14
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