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1 Angular momentum and spin in 3-space

Angular momentum in three dimensions is given by the (pseudo-)vector

\[ \mathbf{L} = \mathbf{x} \times \mathbf{p} \].

(1)

In the Hamiltonian formulation of classical mechanics the positions \( x^i = (\mathbf{x})^i \) and momenta \( p_i = (\mathbf{p})_i \) have non-vanishing Poisson brackets given by

\[ \{ x^i, p_j \} = \delta^i_j \, . \]

(2)

This induces Poisson brackets for smooth functions on the phase space coordinatized by the positions and momenta. In quantum mechanics the phase space coordinates and momenta are replaced by Hermitian operators \( \hat{\mathbf{x}} \) and \( \hat{\mathbf{p}} \) acting on a Hilbert space \( \mathcal{H} \). We want to replace the Poisson bracket \( \{ \cdot , \cdot \} \) with the commutator \( [ \cdot , \cdot ] \) but there are two problems: The commutator of two Hermitian operators is anti-Hermitian and the Poisson bracket carries units of \( 1/\text{angular momentum} \) (compare equations (2) and (1)). The first is easily fixed with a factor of \( i = \sqrt{-1} \) but the latter requires the introduction of a fundamental new constant \( \hbar \) with units of angular momentum. The replacement is then

\[ \{ \cdot , \cdot \} \rightarrow \frac{1}{i\hbar} [ \cdot , \cdot ] \]

(3)

and the fundamental commutation relations are

\[ [ x^i, p_j ] = i\hbar \delta^i_j \, . \]

(4)
For example, in the position space representation we take (roughly) $\mathcal{H} = L^2(\mathbb{R}^3)$. The operator $\hat{x}$ becomes multiplication by the coordinate $x$ and the momentum operator is realized by $\hat{p} \rightarrow -i\hbar \nabla$.

We assume henceforth that we are talking about quantum mechanical operators and drop the $\hat{\cdot}$'s. The angular momentum operators satisfy the commutation relations

$$[L^i, L^j] = i\hbar \epsilon^{ijk} L^k$$

where repeated indices are summed. This indicates that the 3 operators $\{L^i\}$ cannot be simultaneously diagonalized. We work in a basis in which the 3- or z-component of $L$ is diagonal. States can therefore be labeled by the eigenvalue of $L_z$ but this does not suffice to identify the state. On the other hand the square of the angular momentum generator is a scalar, i.e. rotationally invariant:

$$[L^2, L_z] = 0 \ .$$

We therefore introduce the complete set of commuting operators $\{L^2, L_z\}$ and use their eigenvalues to label the states. Let $|\lambda, \mu\rangle$ denote a simultaneous eigenvector with $L^2$ eigenvalue $\lambda \hbar^2$ and $L_z$ eigenvalue $\mu \hbar$:

$$L^2 |\lambda, \mu\rangle = \lambda \hbar^2 |\lambda, \mu\rangle \ , \ L_z |\lambda, \mu\rangle = \mu \hbar |\lambda, \mu\rangle \ .$$

We further define the operators $L_\pm = L_x \pm i L_y$ and note that

$$[L_z, L_\pm] = \pm \hbar L_\pm \ .$$

This means that the vector $L_\pm |\lambda, \mu\rangle$ has $L_z$ eigenvalue $(\mu \pm 1)\hbar$. Thus for every $\lambda$ we get a tower of states with different $L_z$ eigenvalues. Since the $L_z$ component of the angular momentum is bounded by the total angular momentum of the state there is a lowest state $|\lambda, \mu_-\rangle$ and highest state $|\lambda, \mu_+\rangle$ such that

$$L_\pm |\lambda, \mu_\pm\rangle = 0 \ .$$

Since

$$L^2 = L_+ L_+ + L_-^2 \mp \hbar L_z \ ,$$

we get from the highest state $\lambda = \mu_+ (\mu_+ + 1)$. Similarly, the lowest state gives $\lambda = \mu_- (\mu_- - 1)$ which, taken together, imply that either $\mu_- = \mu_+ + 1$ or $\mu_- = -\mu_+$. The first cannot be since by assumption $\mu_- \leq \mu_+$. The $L_z$ eigenvalue of a state with $L^2$ eigenvalue equal to $\lambda$ goes under the action of $L_\pm$ from $-\mu_+$ to $\mu_+$ in $n$ integer steps for some $n$. Therefore, $\mu_+ = \frac{n}{2}$ is either
integer or half-integer. Switching to more standard notation, we take \( \mu_+ = \ell \) and label the \( L_z \) eigenvalues by \( m \):

\[
L^2 |\ell, m\rangle = \hbar^2 \ell(\ell + 1) |\ell, m\rangle, \quad L_z |\ell, m\rangle = \hbar m |\ell, m\rangle.
\] (11)

Normalization of the state gives

\[
L_\pm |\ell, m\rangle = \hbar \sqrt{\ell(\ell + 1) - m(m \pm 1)} |\ell, m \pm 1\rangle.
\] (12)

Note that this means that \( L_\pm |\ell, \pm \ell\rangle = 0 \).

The value \( \ell \) of the state is called the angular momentum or spin. In the algebraic determination of the allowed values we find that \( 2\ell \) is an integer. When realized on a function space, however, only the states with integer \( \ell \) are recovered. This is the case of orbital angular momentum with generator (1). The algebraic realization implies that we can consider also internal angular momentum which is what is usually meant by the term spin. To distinguish these cases, we reserve the symbol \( L \) for the orbital part and write \( S \) for the internal part. We also change the notation \( \ell \to s \) but keep \( m \). Henceforth, we will consider only internal angular momentum.

**Spin-1/2** By far the most important fractional-spin particles are the spin-1/2 particles with \( S^2 = \frac{1}{4} \hbar \). Examples include all of what we call “matter” in the standard model of particle physics.\(^1\) Let us label the states \( |\frac{1}{2}, \pm \frac{1}{2}\rangle \) by ‘spin up’ \(|\uparrow\rangle\) and ‘spin down’ \(|\downarrow\rangle\). A matrix realization of the angular momentum operators is \( S^i = \frac{\hbar}{2} \sigma^i \) where \( \sigma^i \) are the Pauli spin matrices

\[
\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\] (13)

The spin states are represented by

\[
|\uparrow\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |\downarrow\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\] (14)

Indeed, \( S_z |\downarrow\rangle = -\frac{\hbar}{2} |\downarrow\rangle \) and \( S_z |\uparrow\rangle = +\frac{\hbar}{2} |\uparrow\rangle \). Furthermore, it is easy to see that

\[
S_+ = \hbar \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad S_- = \hbar \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}
\] (15)

are nilpotent of order 2 and map \(|\downarrow\rangle \leftrightarrow |\uparrow\rangle\).

\(^1\)The standard model also uses a spin-0 particle called the Higgs boson which should probably also be considered matter. As of this presentation, the Higgs has yet to be observed.
The Pauli matrices are Clifford matrices: Setting $\gamma^i = i\sigma^i$ we find the relations

$$\{\gamma^i, \gamma^j\} = -2\delta^{ij}\mathbf{1}. \quad (16)$$

It follows from these relations that the rotations generators

$$\Sigma^{ij} = -\frac{i}{4}[\gamma^i, \gamma^j] \quad (17)$$

satisfy the $\mathfrak{so}(3)$ relations

$$[\Sigma^{ij}, \Sigma^{kl}] = i\delta^{k[i}\Sigma^{j]l} - i\delta^{l[i}\Sigma^{j]k}. \quad (18)$$

Of course, in the special case of $\mathfrak{so}(3)$, $\Sigma^{ij} = \frac{1}{2}\epsilon^{ijk}\sigma^k$ so that $S^i \propto \epsilon^{ijk}\Sigma^{jk}$.

## 2 Relativistic spin

In $\mathbb{R}^{3,1}$ the Clifford relations become

$$\{\gamma^a, \gamma^b\} = -2\eta^{ab}\mathbf{1} \quad (19)$$

where $a, b = 0, 1, 2, 3$ and $\eta = \text{diag}(-1, 1, 1, 1)$ is the Minkowski metric. This algebra cannot be realized by $2 \times 2$ matrices with complex entries. Indeed the smallest representation is 4-dimensional. An explicit example of such a representation is given in the Weyl or chiral basis by

$$\begin{align*}
\gamma^0 &= \mathbf{1} \otimes \sigma^1 \\
\gamma^1 &= i\sigma^1 \otimes \sigma^2 \\
\gamma^2 &= i\sigma^2 \otimes \sigma^2 \\
\gamma^3 &= i\sigma^3 \otimes \sigma^2 
\end{align*} \quad (20)$$

Note that $\gamma^0$ is Hermitian while the $\gamma^i$ are anti-Hermitian.

The $\mathfrak{so}(3, 1)$ generators $\Sigma^{ab}$ are obtained by the obvious replacement $i \rightarrow a$ in equation (17) and the Lorentz algebra is given by

$$[\Sigma^{ab}, \Sigma^{cd}] = i\eta^{d[a}\Sigma^{b]c} - i\eta^{d[a}\Sigma^{b]c}. \quad (21)$$

These $4 \times 4$ Dirac matrices act on the space of Dirac spinors $\Psi$. The infinitesimal Lorentz transformations with parameters $\omega_{ab}$ are realized on the space of Dirac spinors by

$$\delta \Psi = \frac{i}{2}\omega_{ab}\Sigma^{ab}\Psi. \quad (22)$$
The Dirac conjugate spinor is defined as

\[ \bar{\Psi} = \Psi^\dagger \gamma^0 \]  

(23)

where \( \Psi^\dagger = (\Psi^\ast)^T \) is the conjugate transpose. The \( \gamma^0 \) is necessary to obtain the transformation law

\[ \delta \bar{\Psi} = -\frac{i}{2} \omega_{ab} \bar{\Psi} \Sigma^{ab} \]  

(24)

from which it follows that the quantity \( \bar{\Psi}_1 \Psi_2 \) is a scalar for any two Dirac spinors \( \Psi_1, \Psi_2 \). In particular, \( \Psi_1^\dagger \Psi_2 \) is not invariant since \( \Sigma^{0i} \) is not Hermitian.

The chirality matrix

\[ \gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3 \]  

(25)

is Hermitian, anti-commutes with the Dirac matrices, squares to the identity and in the basis (20) takes the form

\[ \gamma^5 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]  

(26)

giving the chiral basis its name. Since \( \{ \gamma^5, \gamma^a \} = 0 \), the chirality matrix commutes with the rotation generators. Indeed, in the chiral representation it is easily checked that the rotation generators are block-diagonal. The Dirac representation is therefore not irreducible. The projections

\[ \Psi_L = \frac{1}{2} (1 + \gamma^5) \Psi, \quad \Psi_R = \frac{1}{2} (1 - \gamma^5) \Psi \]  

(27)

are called left- and right-handed Weyl spinors respectively.

Finally, let \( C \) be a unitary matrix satisfying

\[ C^{-1} \gamma^a C = - (\gamma^a)^T \].  

(28)

In the Weyl basis such a matrix is given by \( C = i \sigma^2 \otimes 1 \) as is easily checked.

We define the charge conjugate of a Dirac spinor by

\[ \Psi^c = C \Psi^* \]  

(29)

Due to the defining relation (28), \( C (\Sigma^{ab})^T C^{-1} = - \Sigma^{ab} \) and therefore the charge-conjugate spinor transforms as a Dirac spinor

\[ \delta \Psi^c = \frac{i}{2} \omega_{ab} \Sigma^{ab} \Psi^c \].  

(30)

This observation allows us to impose a type of reality condition: The Majorana spinor is a Dirac spinor \( \Psi_M \) which satisfies the constraint

\[ (\Psi_M)^c = \Psi_M \]  

(31)
Massive and massless representations  The Poincaré group is generated by translations in space and time $p_a$, rotations $\Sigma^{ij}$, and boosts $\Sigma^{0i}$. The irreducible representations of the Poincaré group with mass-squared $p^2 = -m^2$ split up into various types. On physical grounds we restrict to the time-like ($p^2 < 0$) or null representations ($p^2 = 0$) with positive energy $E = p^0 > 0$.

Let us first consider the massive case. Here we can boost to the rest frame in which the momentum takes the form $p^a = (m, 0)$. The subgroup of the Lorentz group which preserves this frame is called the little group and consists of the rotations. The representations of this group were classified in the section above with the result that they can be labeled by their spin $s$ and the projection of the spin onto the z-axis.

In the massless case we cannot go to the rest frame as this would require boosting up to warp 1. We can however always rotate to the frame in which the massless state of energy $E$ is traveling in the positive $z$-direction. In this case the momentum takes the form $p^a = (E, 0, 0, E)$. The little group is now the subgroup of rotations preserving the positive $z$-axis. But this is just the $S_z$ eigenvalue. As the representation is supposed to be irreducible, it must be one-dimensional. In this case, the eigenvalue of $S_z$ (again half-integer) called the helicity and there are only two of them: The massless state is making either a left-handed corkscrew around its axis of propagation or a right-handed one. Note that helicity is a good quantum number in the massless case because we cannot change the handedness of the screw unless we boost past the state.

Dirac equations  The Dirac equation is the equation of motion for a Dirac spinor which is linear in derivatives. Since the Klein-Gordon equation $\Box = m^2$ is simply the relativistic energy-momentum relation $E^2 = p^2 + m^2$, the Dirac equation should “square” to the Klein-Gordon equation. The simplest equation which does this is

$$ (i\not{\partial} - m)\Psi = 0 \ . \quad (32) $$

In this (Feynman) notation, when a (co-)vector $v_a$ has a slash through it, this means that it has been contracted with the Dirac matrices: $\not{v} = \gamma^a v_a$. Due to the Clifford relations (19), $(i\not{\theta} + m)(i\not{\theta} - m) = \Box - m^2$. Thanks to the introduction of Dirac conjugate (23), the Dirac equation (32) can be obtained from the variational principle with Lagrangian density

$$ \mathcal{L} = \bar{\Psi}(i\not{\partial} - m)\Psi \ . \quad (33) $$
Two-component notation We use the reducibility of the Dirac representation to write in the chiral basis

\[ (\Psi_\hat{\alpha}) = \begin{pmatrix} \psi_\alpha \\ \chi_\dot{\alpha} \end{pmatrix}. \]  

(34)

Here the undotted index $\alpha = 1, 2$ is a chiral index, the dotted index $\dot{\alpha} = \dot{1}, \dot{2}$ is an anti-chiral index and the Dirac index $\hat{\alpha} = 1, 2, \dot{1}, \dot{2}$. The dotted spinor $\bar{\chi}^\alpha = (\chi^\alpha)^*$ is the complex conjugate of a chiral spinor $\chi$. Evidently

\[ \Psi_L = \begin{pmatrix} \psi \\ 0 \end{pmatrix} \text{ and } \Psi_R = \begin{pmatrix} 0 \\ \bar{\chi} \end{pmatrix}, \]  

(35)

that is, the 2-component spinors $\psi$ and $\bar{\chi}$ are the left- and right-handed parts of the original Dirac spinor. In this notation, the Dirac conjugate of a Dirac spinor is given by

\[ (\bar{\Psi}^\dot{\alpha}) = \begin{pmatrix} \chi^\alpha & \bar{\psi}_\dot{\alpha} \end{pmatrix}. \]  

(36)

From the definition and the transformation properties, the charge conjugate of a Dirac spinor can only be

\[ (\Psi_c^\hat{\alpha}) = \begin{pmatrix} \chi_\alpha \\ \bar{\psi}_\dot{\alpha} \end{pmatrix}. \]  

(37)

It follows that a Majorana spinor takes the form of a Dirac spinor (34) with $\chi = \psi$, that is,

\[ \Psi_M = \begin{pmatrix} \psi_\alpha \\ \bar{\psi}_\dot{\alpha} \end{pmatrix}. \]  

(38)

For this to work it is evident that we need a spinor “metric” to raise the index on $\bar{\psi}_\dot{\alpha}$. The charge conjugation matrix gives just such metric. In 2-component form in the Weyl basis

\[ (C^{\dot{\alpha}\dot{\beta}}) = \begin{pmatrix} \varepsilon_{\alpha\beta} & 0 \\ 0 & \varepsilon_{\dot{\alpha}\dot{\beta}} \end{pmatrix}. \]  

(39)

The Dirac matrices can be written in off-diagonal form as

\[ \gamma^a = \begin{pmatrix} 0 & \sigma^a \\ \tilde{\sigma}^a & 0 \end{pmatrix} \]  

(40)

where $\sigma^a = (1, \sigma^i)$ and $\tilde{\sigma}^a = (1, -\sigma^i)$. Note that this means the index structure $(\sigma^a)_{\alpha\dot{\alpha}}$ and $(\tilde{\sigma}^a)_{\dot{\alpha}\dot{\alpha}}$. Similarly to the Feynman “slash” notation above, we

\[ ^2 \text{On the other hand, SL}_2(\mathbb{C}) \text{ leaves invariant the tensors } \varepsilon_{\alpha\beta} \text{ and } \varepsilon_{\dot{\alpha}\dot{\beta}} \text{ and their inverses which can be used to raise and lower spinor indices.} \]
freely interchange the vector indices on tensors for bi-spinor indices $a \leftrightarrow \dot{a}$. Thus, the Dirac equation can be written as a pair of coupled equations for their Weyl components:

$$
\begin{align*}
  i\partial_{\dot{a}\alpha} \bar{\chi}^\dot{\alpha} - m\psi_\alpha &= 0 \\
  i\partial^{\dot{a}\alpha} \psi_\alpha - m\bar{\chi}^{\dot{\alpha}} &= 0.
\end{align*}
$$

(41)

Here we see clearly that in the case of a massless Dirac spinor, the two chiral fermions decouple to give two Weyl equations. In other words, mass terms mix left- and right-handed components of a spinor. The Dirac Lagrangian becomes

$$
\mathcal{L} = \bar{\psi}_\dot{\alpha} i\partial^{\dot{\alpha}\dot{\alpha}} \psi_\dot{\alpha} + \chi^{\dot{\alpha}} i\partial_{\dot{a}\dot{\alpha}} \bar{\chi}^\dot{\alpha} - m(\psi_\alpha \chi^\alpha + \bar{\psi}_\dot{\alpha} \bar{\chi}^{\dot{\alpha}})
$$

(42)

### 3 Supersymmetry

Note that in order to write a Lagrangian for a Majorana fermion, we need to have $\psi_\alpha \psi_\alpha = \varepsilon^{\alpha\beta} \psi_\beta \psi_\alpha \neq 0$. If the components $\psi_\alpha$ are commuting variables, this will clearly not work. On the other hand, we might consider *anti-commuting variables*

$$
\psi_\alpha \psi_\beta + \psi_\beta \psi_\alpha = 0.
$$

(43)

Such variables are called *Grassman, odd, or fermionic variables*. They can be used to construct *superspace* $\mathbb{R}^{4|4N}$ extending Minkowski space coordinatized by $\{x^a\}_{a=0}^3$ with $4N$ odd variables $\{\theta^{\dot{a}\alpha}, \bar{\theta}^{\dot{\alpha}\dot{\alpha}}\}_{i=1}^N$. *Superfields* are generalizations of functions on superspace. An expansion of such a superfield in the odd variables terminates at order $4N$. Each component in the expansion is a field in the ordinary sense. For example, consider a complex field depending only on bosonic coordinates and half of the odd variables in $N = 1$ superspace:

$$
\Phi(x, \theta) = \varphi(x) + \theta^{\alpha} \psi_\alpha(x) + \theta^2 F(x).
$$

(44)

Here the components consist of two complex scalar fields $\varphi$ and $F$ and one chiral fermion $\psi$.

Surprisingly, generalizations of differentiation and integration can be defined so as to extend analysis to superspace and therefore supermanifolds. The momenta $(p_{\alpha}, \bar{p}^{\dot{\alpha}})$ conjugate to $\theta^{\alpha}$ and $\bar{\theta}^{\dot{\alpha}}$ can be used to define the *supercharges*

$$
Q_\alpha = -p_\alpha + i\bar{\theta}^{\dot{\alpha}} p_{\dot{a} \dot{\alpha}}, \quad Q_{\dot{\alpha}} = \bar{p}_{\dot{\alpha}} - i\theta^{\alpha} p_{\alpha \dot{\alpha}},
$$

(45)

the defining property of of which is that they satisfy the graded Poisson brackets

$$
\{Q_\alpha, Q_{\dot{\alpha}}\} = 2ip_{\alpha \dot{\alpha}}
$$

(46)
with all other brackets vanishing. A supersymmetry transformation with (fermionic) parameters \((\epsilon^\alpha, \bar{\epsilon}^{\dot{\alpha}})\) is generated by

\[
\delta = \epsilon^\alpha Q_\alpha + \bar{\epsilon}^{\dot{\alpha}} \bar{Q}^{\dot{\alpha}}
\]  \hspace{1cm} (47)

When realized on the components of a chiral field, it induces the transformation

\[
\begin{align*}
\delta \varphi &= \epsilon^\alpha \psi_\alpha \\
\delta \psi_\alpha &= \bar{\epsilon}^{\dot{\alpha}} \partial_{\alpha \dot{\alpha}} \varphi + \epsilon_\alpha F \\
\delta F &= \bar{\epsilon}^{\dot{\alpha}} \partial_{\alpha \dot{\alpha}} \psi_\alpha.
\end{align*}
\]  \hspace{1cm} (48)