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ABSTRACT
The cold start problem is a long-standing challenge in recommender systems. That is, how to recommend for new users and new items without any historical interaction record? Recent ML-based approaches have made promising strides versus traditional methods. These ML approaches typically combine both user-item interaction data of existing warm start users and items (as in CF-based methods) with auxiliary information of users and items such as user profiles and item content information (as in content-based methods). However, such approaches face key drawbacks including the error superimposition issue that the auxiliary-to-CF transformation error increases the final recommendation error; the ineffective learning issue that long distance from transformation functions to model output layer leads to ineffective model learning; and the unified transformation issue that applying the same transformation function for different users and items results in poor transformation.

Hence, this paper proposes a novel model designed to overcome these drawbacks while delivering strong cold start performance. Three unique features are: (i) a combined separate-training and joint-training framework to overcome the error superimposition issue and improve model quality; (ii) a Randomized Training mechanism to promote the effectiveness of model learning; and (iii) a Mixture-of-Experts Transformation mechanism to provide ‘personalized’ transformation functions. Extensive experiments on three datasets show the effectiveness of the proposed model over state-of-the-art alternatives.

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
One longstanding challenge for Collaborative Filtering (CF) based recommendation methods is the cold start problem, i.e., to provide recommendations for new users or items who have no historical interaction record. The cold start problem is common in real world applications. For example, 500 hours of new videos are uploaded to YouTube every minute [8], 500,000 new users register in Facebook every day [32], and web/mobile apps face the daily challenge of onboarding new users and subscribers.

To provide recommendations for these new users and items, many content-based methods [13, 21, 34] and heuristic methods have been deployed, e.g., recommending popular items or geographically near items. However, recent research efforts [7, 17, 28, 35, 36] that tackle the cold start problem from the perspective of machine learning have made promising strides. As illustrated in Figure 1a,

Figure 1: (a) setup of cold start recommendation problem, where both warm and cold users and items have auxiliary representations (such as user profiles and item content); and (b) the main idea of existing cold start recommendation algorithms [7, 17, 28, 35, 36]: learn transformation functions to transform auxiliary representations to CF representations.
these ML-based efforts combine user-item interactions from existing warm start users and items (as in CF-based methods) with auxiliary information from both warm and cold users and items (as in content-based methods). This auxiliary information – be it from user profiles, item descriptions, reviews, and other sources – is often readily available even in the absence of user-item interactions.

Conventional CF models provide recommendations for warm users and items by finding similarities between the CF representations of users and items, which are learned based on existing user-item interactions. In contrast, these ML-based cold start recommendation approaches aim to learn CF representations for cold start users and items lacking historical interactions. The key insight is to learn two transformation functions – one for users and one for items – to transform the auxiliary representations of these new users and items into the CF space. As illustrated in Figure 1b, the two transformation functions \( f_U \) and \( f_I \) are learned from interactions and auxiliary representations of warm users and items; the learned transformation functions are then applied on auxiliary representations of cold start users and items to predict preference scores at inference time. Hence, the fundamental challenge is how to generate effective transformation functions based on the given auxiliary information and user-item interactions.

In general, there exist two major categories of algorithms to learn these transformation functions – separate-training methods and joint-training methods. In this paper, we identify three major issues with these existing methods that can impact the quality of the learned transformation functions. These issues motivate our proposed Heater framework.

To begin with, separate-training methods [3, 7, 26, 31, 33] separately learn a CF model (by minimizing the Collaborative Filtering error \( L_{\text{CF}} \) on the user-item interactions as in conventional CF models for warm start recommendation) and transformation functions to transform auxiliary representations (by minimizing the difference \( L_{\text{trans}} \) between transformed auxiliary representations and CF representations from a CF model), either in an end-to-end way or non-end-to-end two-step way [3, 7, 26, 31, 33]. Separate-training methods can fully utilize the user-item interaction data because they apply sophisticated CF models directly on the interaction data. However, they leave one challenge unsolved – the error superposition problem. Due to the separation of learning CF and learning transformation functions in the model objective function, the final cold start recommendation error during inference is the summation of the CF error \( L_{\text{CF}} \) and the transformation error \( L_{\text{trans}} \). Hence, an increase in either of the two errors will decrease the overall cold start recommendation performance.

On the other hand, joint-training methods [17, 28, 29, 36] fuse CF and transformation functions together (i.e., models input auxiliary representations and output recommendations with CF representations as hidden layers), and train models with the only aim of minimizing the recommendation error \( L_{\text{CF}} \) on the warm interaction data. Since joint-training methods directly minimize \( L_{\text{CF}} \), and learning of transformation functions is also guided by \( L_{\text{CF}} \), there is no error superimposition issue. Nevertheless, there is another challenge for joint-training methods – the ineffective learning problem – that is, because learning transformation functions is only guided by the recommendation error which is based on the final model output layer, the long distance from transformation layers to the model output layer from the perspective of backpropagation leads to ineffective model learning.

Moreover, a common issue with both separate-training and joint-training methods is the unified transformation problem. Concretely, almost all existing separate-training and joint-training methods adopt unified transformation functions (either a linear transformation or a neural network based non-linear transformation) for all users or items under the assumption that users (or items) keep the same relative relationships in both the auxiliary representation space and CF space. This assumption seldom holds because auxiliary information is usually noisy and complex, and cannot be directly aligned with the CF space. Thus, a unified transformation process is not effective and can generate low-quality CF representations.

**Our contributions.** To address these three challenges, we propose a new model Heater, which is designed to keep the advantages of both separate-training and joint-training methods, while overcoming the drawbacks identified above. To deal with the problem of error superimposition and the problem of ineffective learning, we combine the structures of separate-training and joint-training methods together as the basic framework of Heater. The main procedure of training is that Heater first transforms auxiliary representations to intermediate representations, then further refines intermediate representations to final CF representations to minimize recommendation error. Meanwhile, we also require the intermediate representations to be as close as possible to high-quality pretrained CF representations to improve the model effectiveness. To further address the ineffective learning problem, we propose a Randomized Training mechanism in which we randomly feed pretrained CF representations or intermediate representations alternatively to the refining component of Heater. By doing this, the effectiveness of model training is protected by the high-quality pretrained CF representations even when the intermediate representations are of poor quality. Last, we propose a Mixture-of-Experts Transformation, which adopts the Mixture-of-Expert [30] structure as transformation functions so that Heater can provide ‘personalized’ transformations for different users and items to tackle the unified transformation issue. Furthermore, unlike most existing methods [17, 28, 29, 31, 35], the proposed Heater can simultaneously recommend for both cold start users and items, rather than requiring separate user-based and item-based models. Last, we conduct extensive experiments on three real-world datasets to show the effectiveness of Heater over state-of-the-art alternatives, and the effectiveness of each proposed component.

## 2 PROPOSED METHOD

In this section, we formalize the cold start recommendation problem, then introduce the fundamental framework of Heater, the Randomized Training and Mixture-of-Experts Transformation mechanisms.

### 2.1 Cold Start Recommendation

Assume we have \( N_u \) warm users \( U_w = \{1, 2, \ldots, N_u\} \) and \( M_v \) warm items \( I_w = \{1, 2, \ldots, M_v\} \), each of which has at least one historical interaction record. We denote the set of all historical records as \( O = \{(u, i)\} \), where \( u \) indexes one user, and \( i \) indexes one item. We also have \( N_c \) cold start users \( U_c = \{1, 2, \ldots, N_c\} \) and \( M_c \) cold start items \( I_c = \{1, 2, \ldots, M_c\} \), all of which have zero historical
interaction record. For these cold start users and items, there are three recommendation tasks:

Task 1: recommend warm items from $I_c$ to cold users in $U_c$;
Task 2: recommend cold items from $I_c$ to warm users in $U_c$;
Task 3: recommend cold items from $I_c$ to cold users in $U_c$.

Note that most previous works only consider the one-sided cold start situation [17, 28, 29, 31, 35], i.e., there are only cold start users or cold start items in the system. In this paper, we consider the more complex situation where there are cold start users and items simultaneously in the system. Furthermore, we assume we have access to auxiliary information such as an external user profile and item content information for both warm and cold users and items, denoted as $U \in \mathbb{R}^{(N_u+N_c) \times E_u}$ and $I \in \mathbb{R}^{(M_c+M_i) \times E_i}$, where $E_u$ and $E_i$ are the auxiliary representation dimensions for users and items.

2.2 Heater Framework

As we have discussed, there are two main categories of cold start recommendation approaches – separate-training and joint-training methods, which are determined by the relationship between CF and the transformation functions in the model. Both of these have obvious advantages and disadvantages: separate-training methods make full use of the user-item interaction data while suffering from the error superimposition problem; joint-training methods are free of the error superimposition issue but face the ineffective learning problem. Thus, to overcome these problems, we propose a framework to integrate the two distinct structures.

Due to the special characteristic that users or items involved during inference time are never seen before during training, the execution of Heater is different for training and inference. In the following, we first focus on the training process, then describe how to do inference by a trained model for cold start situations.

Training. Separate-training approaches learn CF representations and auxiliary-to-CF transformation separately by two independent losses $\mathcal{L}_{CF}$ and $\mathcal{L}_{trans}$, thus, increase of each of them leads to worse cold start recommendations (the error superimposition issue). To avoid this error superimposition issue, we adopt the joint-training structure as the foundation for Heater basic framework as shown in Figure 2. Generally, Heater takes one warm user auxiliary representation $U_u \in \mathbb{R}^{1 \times E_u}$ and one warm item auxiliary representation $I_i \in \mathbb{R}^{1 \times E_i}$ as inputs, and by multiple layers of transformation $U_u$ and $I_i$ are transformed to the CF representations $P_u'$ and $Q_i'$, of which the dot product is the predicted preference score $\hat{R}_{u,i} = (P_u')^T Q_i'$ for the given user-item pair. More specifically, we first transform $U_u$ and $I_i$ to intermediate representations $U_u'$ and $I_i'$ by two transformation functions $f_U$ and $f_I$ as $U_u' = f_U(U_u)$ and $I_i' = f_I(I_i)$. Then, we further refine the representations by a multi-layer perceptron (MLP) $(\phi_U$ for user side, $\phi_I$ for item side) to get user and item CF representations: $P_u' = \phi_U(U_u')$, $Q_i' = \phi_I(I_i')$.

However, because the transformation layers $f_U$ and $f_I$ are trained based on the recommendation error $\mathcal{L}_{CF}$ which is calculated by the model output layer $\hat{R}$, the long distance from $f_U$ and $f_I$ to the output layer from the view of backpropagation makes it difficult to learn effective parameters for $f_U$ and $f_I$, which can further impact the learning effectiveness of the whole model (the ineffective learning issue). Hence, to address this, we input high-quality user and item pretrained CF representations (denoted as $P_u \in \mathbb{R}^{1 \times D}$ and $Q_i \in \mathbb{R}^{1 \times D}$) from a pretrained CF model to help guide the learning processing for $f_U$ and $f_I$ by setting a similarity constraint to minimize the difference between the intermediate representations $U_u'$ and $I_i'$ and pretrained CF representations $P_u$ and $Q_i$:

$$\min \|U_u' - P_u\|^2_F + \|I_i' - Q_i\|^2_F. \quad (1)$$

With the similarity constraint, $f_U$ and $f_I$ are guided by the final recommendation error as well as the high-quality pretrained CF representations, leading to more effective $f_U$ and $f_I$.

Heater can be trained by any popular top-k recommendation loss function, such as Sum Squared Error (SSE) loss, cross-entropy loss, or Bayesian Personalized Ranking (BPR) loss [22]. In this paper, we use SSE loss because most of existing baselines [17, 28, 29, 31, 36] adopt this loss, and it shows good empirical performance. The objective function of Heater can be written as:

$$\min_{\Theta} \mathcal{L} = \sum_{(u,i) \in O \cup O^-} \|\hat{R}_{u,i} - R_{u,i}\|^2_F$$

$$+ \alpha (\|U_u' - P_u\|^2_F + \|I_i' - Q_i\|^2_F) + \frac{1}{2} \|\Theta\|^2_F,$$

where $O^-$ is the negative samples randomly generated based on $O$; $R_{u,i}$ is the ground-truth preference with value $1$ if $(u, i) \in O$, $0$ otherwise; $\alpha$ is the trade-off weight for similarity constraint; and $\lambda$ is the trade-off weight for regularization.

Inference. With a trained Heater, it is straightforward to provide recommendations, which is similar to the training process. The only difference is that we do not need the similarity constraint and pretrained CF representations shown in Equation 1, and we only input the auxiliary representations of cold users and items into the model. For Task 1 mentioned in Section 2.1 – recommending warm items to cold users – assume we want to provide recommendation for the cold user $u$. All we need is to input all the $(U_u, I_i)$ pairs into Heater to calculate $\hat{R}_{u,i}$, where $i \in I_c$, and show items with top scores in descending order to user $u$. In the same way, we can generate recommendations for Task 2 and Task 3.

The Heater framework can also be applied to cases where there is only auxiliary information for users or items (e.g., CiteULike and LastFM datasets introduced in Section 4.1), and the side (user side or item side) without auxiliary information is warm side (all users in the side or all items in the side are warm). During training, the only modifications needed are first removing the corresponding similarity constraint for the warm side, and then directly input the pretrained CF representations $P_u$ (or $Q_i$) as $U_u'$ (or $I_i'$) to calculate the final CF representations $P_u'$ (or $Q_i'$) for the warm side. During inference, similarly, we directly use the pretrained CF representations as input for the warm side.

2.3 Randomized Training

The introduced similarity constraint in the Heater framework (shown in Equation 1) is capable to guide the learning of transformation functions $f_U$ and $f_I$, and thus improves the quality of $U'$ and $I'$ because the pretrained CF representations are known to be of high quality. As a result, the Heater framework should have higher model learning effectiveness than conventional joint-training methods.

However, even if we have the similarity constraint, there is always information loss between $P$ (or $Q$) and $U'$ (or $I'$) due to the low quality of auxiliary representations and the structural limitation of
the transformation functions. This will lead to ineffective learning for \( \psi_U \) and \( \phi_I \) due to the low quality of \( U' \) and \( I' \), and further decrease the quality of final CF representations \( P' \) and \( Q' \). To address this, we propose a Randomized Training strategy, which does not only feed user and item transformed auxiliary representations \( U' \) and \( I' \) to generate final representations \( P' \) and \( Q' \) during training, but also uses the pretrained CF representations \( P \) and \( Q \) in a stochastic way as demonstrated in Figure 3. Note that the proposed Randomized Training is only for the training and does not influence the inference process introduced in Section 2.2.

Concretely, first, we need to pre-define a hyper-parameter \( p \in [0, 1] \) representing the probability of using pretrained CF representations \( P \) and \( Q \) for training. Then, during the training process, for a given training sample \( (u, i) \), based on \( p \), we randomly choose whether to use \( U'_u \) or \( P_u \) to generate \( P'_u \), and whether to use \( I'_i \) or \( Q_i \) to generate \( Q'_i \). Note that the random processes of user and item sides are independent, and they can even have different values of probability \( p \).

By using both auxiliary representations and pretrained CF representations alternatively, we can alleviate the ineffective learning problem because the high-quality pretrained CF representations can help guide \( \phi_U \) and \( \phi_I \) to learn effective parameters, especially when \( U' \) and \( I' \) are not of high quality. The choice of \( p \) depends on the quality of the auxiliary information. If the auxiliary representations contain rich information about the users and items with limited noise, then we can use a small \( p \), otherwise, we need a large \( p \) to ensure the effectiveness of the model.

![Figure 2: The framework of Heater, which incorporate structures of the separate-training and joint-training methods to solve the error superimposition and ineffective learning problems.](image)

![Figure 3: Randomized Training: during training, randomly feed pretrained CF representations or transformed auxiliary representations alternatively to generate final representations \( P'_u \) and \( Q'_i \).](image)

![Figure 4: Mixture-of-Experts Transformation: apply \( T \) multi-layer perceptrons as experts to transform auxiliary representations, weighted sum outputs of experts as final output.](image)

### 2.4 Mixture-of-Experts Transformation

Last, we turn to address the unified transformation problem of existing methods. Recall that previous works apply the same transformation process \( f_U \) (or \( f_I \)) to map auxiliary representations into the CF space for all the users (or all items). In other words, they assume the relationships between users (or items) in the auxiliary representation space are the same as the relationships in the CF space. But this assumption can seldom hold because the auxiliary information is usually noisy and complex. For example, two users may have a large distance in the auxiliary representation space because they have little common information in their profiles, but they could have similar preference, i.e., small distance in CF space. A unified transformation function cannot handle this situation. Thus, an algorithm which is able to assign 'personalized' transformations to different users (or items) is required. As a result, we propose to adopt Mixture-of-Experts [30] to implement \( f_U \) and \( f_I \) for every single user and item.

The Mixture-of-Experts Transformation (as shown in Figure 4) consists of \( T \) experts, where each is an MLP, denoted as \( \psi_U^1, \ldots, \psi_U^T \) for user side, \( \psi_I^1, \ldots, \psi_I^T \) for item side. All of the experts take the same input \( U_u \) (or \( I_i \)), and the final output of the Mixture-of-Experts Transformation is a weighted sum of the outputs of all experts. The formulation of the user side is:

\[
MoE(U_u) = g_1 \psi_U^1(U_u) + g_2 \psi_U^2(U_u) + \ldots + g_T \psi_U^T(U_u),
\]

where \( g_1, g_2, \ldots, g_T \) are the weights for experts, which are calculated by another one-layer perceptron: \( g = \varphi(W^T U_u + b) \), where \( g \in \mathbb{R}^T \) is the vector consisted of \( g_1, g_2, \ldots, g_T \); and \( \varphi(\cdot) \) is the activation function, we use \( \tanh \) in this work. The reason why we do
not use softmax for the weights is that experts here work in a collaborative way rather than an exclusive way, thus every expert should have an independent weight. And tanh empirically outperforms softmax. Note that the formulation for the item side is similar.

To better explain the effect of Mixture-of-Experts Transformation, we assume all experts are linear transformation matrices, denoted as $V_{U}^{1}, V_{U}^{2}, \ldots, V_{U}^{T}$ for user side, $V_{I}^{1}, V_{I}^{2}, \ldots, V_{I}^{T}$ for item side. Then, the output of Mixture-of-Experts Transformation for user $u$ is:

$$MoE(U_u) = (g_1 V_{U}^{1U} + g_2 V_{U}^{2U} + \ldots + g_T V_{U}^{TU})^T U_u.$$  \hspace{1cm} (3)

where $(g_1 V_{U}^{1U} + g_2 V_{U}^{2U} + \ldots + g_T V_{U}^{TU})$ generates a new transformation matrix specifically for user $u$ based on her own auxiliary representation, which achieves our goal that assigning different transformations to different users (or items). By doing this, the auxiliary representations $U$ and $I$ can be transformed into the CF space more effectively than using a unified transformation function. It is also similar to the idea of applying meta-learning to solve cold start recommendation [35], which generates a unique logistic regression model for each user based on her historical interactions and then applies the logistic regression model on cold start items. Therefore, the Mixture-of-Experts Transformation can also be viewed as a meta-learning based method.

3 RELATED WORK

Warm Start Recommendation.

Recommender systems have been studied for many years, with an early emphasis on explicit rating based recommendation tasks. Various algorithms based on Collaborative Filtering have been proposed [4, 14, 18, 23–25]. However, since explicit ratings are not as widespread as implicit feedback (such as clicks or views), implicit top-k recommendation is receiving increasing attention [10, 11, 16, 20, 22]. Among these, Bayesian Personalized Ranking (BPR) [22] is one of the most influential ones, which adopts a pair-wise ranking based loss function. In this paper, we also focus on the implicit top-k recommendation problem, but aim to provide recommendations for cold start users and/or items, which is impossible for the conventional models mentioned above.

Recently, many neural networks based recommendation algorithms are proposed [6, 9, 27, 38–40], which show more promising performance than traditional models due to the non-linearity and structural complexity of neural networks. Among these, one breakthrough is Neural Collaborative Filtering (NCF) proposed by He et al. [9], which generalizes matrix factorization by neural networks and adopts multiple hidden layers and non-linear activation functions, resulting in significant performance improvement. Inspired by these pioneers, the proposed model in this work is also based on neural networks and utilizes the neural structure of matrix factorization introduced in NCF.

Cold Start Recommendation.

One inherent drawback of the recommendation algorithms mentioned above is that they can not recommend for users or items without any historical interaction data. However, this cold start scenario is common in many real-world applications. As discussed in Section 1, there are two main categories of modern approaches: separate-training and joint-training methods.

Separate-training methods separate the learning of the CF model and the transformation from auxiliary representations to CF representations. One typical group of methods is to first pretrain a CF model on the user-item interaction data and generate pretrained CF representations, then learn the transformation functions based on the pretrained CF representations. One example is LinMap proposed by Gantner et al. [7], which learns a linear transformation matrix to map auxiliary representations to pretrained CF representations. Another example is DeepMusic [33], which use deep neural networks to transform music audio signals to pretrained CF representations. Another group of methods [3, 26, 31] combines the learning of CF and transformation functions into one model, but they have their own loss components in the objective function and a trade off of learning strength between them must be achieved.

Joint-training methods learn CF and transformation functions jointly to minimize the recommendation error on the user-item interaction data in one model. A typical example is DropoutNet proposed by Volkovs et al. [36], which transforms auxiliary representations to CF representations by multi-layer perceptions, and learns the model parameters by minimizing a recommendation error. Another thread of methods directly learns a transformation from auxiliary representations to preference scores [17, 28] without generating any intermediate CF representations, which is inspired by Autoencoder based CF [27].

Beside these two directions, there are some works adapting the idea of meta-learning to the cold start recommendation field [15, 35]. Vartak et al. [35] propose to generate different models for different users based on their historical preferences, then apply these user-specific models to auxiliary representations of cold start tweets to predict user preference towards tweets. Lee et al. [15] build a recommender that is able to adapt to users or items with very few interaction records (instead of no feedback as in our work) so that it can perform well on new users or items. Because [15] is not the same cold start setting as we discuss in this paper, we do not compare with it.

4 EXPERIMENTS

In this section, we empirically evaluate the proposed model over three cold start recommendation tasks and three datasets from different domains. We aim to answer four key research questions:

RQ1 How does Heater perform compared with state-of-the-art cold start recommendation models? RQ2 How effective are the proposed similarity constraint, Randomized Training, and Mixture-of-Experts Transformation mechanisms? RQ3 What are the impact of three key hyper-parameters: similarity constraint weight $\alpha$, Randomized Training probability $p$, and number of experts $T$ in Mixture-of-Experts Transformation? RQ4 What is the impact of the quality of pretrained CF representations on Heater compared with other models that also take pretrained representations as input?

4.1 Datasets

Datasets for evaluating cold start recommendation need rich auxiliary information for users and items, thus we use three real-world
datasets commonly used to evaluate the three different cold start recommendation tasks introduced in Section 2.1:

CiteULike [37] is a dataset recording user preferences towards scientific articles. There are 5,551 users, 16,980 articles and 204,986 user-like-article interactions in the dataset. Besides, we have the abstracts of the articles as the auxiliary information for the item side, but there is no auxiliary information for the user side, hence we evaluate Task 2 on CiteULike. Following the processing of [36], we first generate an 8,000 dimension feature vector by calculating tf-idf of top 8,000 words for each item, and then keep the top 300 dimensions after dimensionality reduction by SVD. As a result, we have a 16, 980 × 300 item auxiliary representation I.

LastFM [5] consists of 1,892 users, 17,632 music artists as items to be recommended, and 92,834 user-listen-to-artist interactions (rather than the user-tag-artist interactions as used in previous work [28], because user-listen-to-artist interaction is more general and the data is sparser). In this dataset, we have the social relationships between all the users, thus we have a 1,892 × 1,892 user auxiliary representation U, but have no auxiliary information for the item side. Therefore, we evaluate Task 1 on LastFM.

XING [2] is a subset of the ACM RecSys 2017 Challenge dataset, which contains 106,881 users, 20,519 jobs as items to be recommended to users, and 4,306,183 user-view-job interactions. We have user profile information such as current job, location and education level. For items, we have career level, tags, and other related information. Following the processing of [36], we have a 106, 881 × 831 user auxiliary representation U and a 20, 519 × 2, 738 item auxiliary representation I. We evaluate all three tasks on XING.

For CiteULike, we use the same training and test splitting of [36], but further select 30% of items and all records of them from the test set in [36] as validation set and the remaining part as our test set. For LastFM, we randomly select 10% of users and all their records as the validation set and 30% of items and all their records as the test set. For XING, as shown in Figure 5, we select cold start users and cold start items randomly for validation set and test set in the same way, and generate cold-user, cold-item, and cold-user-item validation sets and test sets (6 sets in total). The detailed statistics of the datasets are shown in Table 1.

### 4.2 Experimental Setup

**Metrics.** We adopt three different ranking evaluation metrics to evaluate model performance: Precision@k (P@k), Recall@k (R@k) and NDCG@k. The detailed definitions of these metrics can be found in [9, 19]. We report $k = \{20, 50, 100\}$ in this paper.

**Baselines.** We consider eight state-of-the-art cold start recommendation algorithms to compare with the proposed model:

- **KNN** [29] generates recommendations by conventional nearest neighbor algorithm. The user-user or item-item similarity is computed by the given auxiliary representations. This method works for Task 1 and 2 but not Task 3.

- **CMF** [31] combines matrix factorization and auxiliary representations to CF representations transformation together into one objective function and trains these two parts simultaneously. CMF works for Task 1 and Task 2 but not Task 3.

- **LinMap** [7] inputs pretrained CF representations and learns a matrix to transform auxiliary representations to pretrained CF representations. LinMap can work for all three tasks.

- **NLLinMap** is similar to [33], which applies deep neural networks to extract features from auxiliary representation to transform the auxiliary representations to CF space. We use a MLP of architecture 300 → 300 → 200 for CiteULike, a MLP of architecture 800 → 400 → 200 for LastFM and XING. All hidden layers have ReLU as the activation function. NLLinMap can work for all three tasks.

- **LoCo** [28] is a linear low-rank regression method, which learns a low-rank transformation matrix to directly transform auxiliary representations to final predicted preference scores. It can only work for Task 1 and 2 but not Task 3.

- **LWA** [35] is a meta-learning based algorithm which constructs different logistic regression classifiers for different users based on their historical records. The user-specific logistic regression takes the auxiliary representation of one cold start item as input and predicts whether the user will like input item or not. LWA can only work for Task 2.

- **DropoutNet** [36] inputs both pretrained CF representations and auxiliary representations into a MLP and randomly dropout pretrained CF representations during training. It works for all tasks.

- **LLAE** [17] applies the idea of zero-shot learning to solve cold start recommendation problems. Similar to LoCo, LLAE also learns a transformation matrix to directly transform auxiliary representation to predicted preference scores.

**Reproducibility.** Code, data, and experimental settings are at https://github.com/ZhiweiHeater/Cold-Start-Recommendation. We implement the proposed model by Tensorflow [1] and Adam [12] optimizer. For the hyper-parameters, we fix the CF latent factor dimension as 200, and set the learning rate as 0.005, the mini-batch size as 1024 for all models. Besides, we re-sample negative samples in each epoch and set the negative sampling rate 5 for all models. Then we tune other hyper-parameters by grid search on validation sets. More specifically, for Heater, we set the regularization weight $\lambda = 0.0001$ for CiteULike and XING, and $\lambda = 0.001$ for LastFM. We set the similarity constraint weight $\tau = 0.0001$, set the Randomized Training probability $p = 0.5$, set the number of experts in Mixture-Of-Experts Transformation as 5, have one hidden layer activated by tanh of dimension 200 as the expert, and have one hidden layer of dimension 200 activated by $\tanh$ as $\phi_1$ and $\phi_2$ for all 3 datasets.

Heater and some of the baselines require pretrained CF representations as input. Hence, we train a Bayesian Personalized Ranking (BPR) [22] model with latent factors of 200 dimensions, $L_2$ regularization weight 0.001, and learning rate as 0.005 for the three datasets, and use the learned latent factors of BPR as P and Q.
As we can see from the table, for both metrics and all datasets, Heater outperforms all variations for the XING cases. Besides, KNN, CMF, LoCo, LWA and LLAE cannot (denoted as $\Delta$ variations: (i) Heater without the similarity constraint (noted as w/o $\alpha$) in XING dataset. Similarly, XING-I represents recommending warmth items to cold start users (Task 1), and XING-II represents recommending cold start items to warm users (Task 2), and XING-UI represents recommending cold start items to cold start users (Task 3). The best baselines are marked in bold, and the relative improvement (denoted as $\Delta$) of Heater over the best baselines are also calculated. As we can see from the table, for both metrics and all datasets, Heater is able to outperform other models for different cold start recommendation tasks. We also calculate the p-value of paired t-test for the relative improvement rates, showing the improvements are statistically significant. Note that LWA cannot work for situations with cold start users, and there is no sufficient memory to run LLAE on XING. Hence, we do not report results of LWA for LastFM, XING-U, and XING-UI, and do not report results of LLAE for all three XING cases. Besides, KNN, CMF, LoCo, LWA and LLAE cannot work for Task 3, thus we do not report their results for XING-UI.

In addition to the outstanding cold start recommendation performance, another advantage of Heater is that it is able to address all three cold start tasks simultaneously by one time of training. Unlike LinMap and NLinMap, which have to first solve Task 1 and Task 2 one by one, then generate cold start recommendations for Task 3 based on the trained models from Task 1 and Task 2.

### 4.3 RQ1: Heater vs. Baselines

We begin by comparing the performance of Heater with eight state-of-the-art alternatives on three datasets. Recall@$k$, Precision@$k$ and NDCG@$k$ ($k = \{20, 50, 100\}$) are shown in Table 2. XING-U represents recommending warm items to cold start users (Task 1) in XING dataset. Similarly, XING-I represents recommending cold start items to warm users (Task 2), and XING-UI represents recommending cold start items to cold start users (Task 3). The best baselines are marked in bold, and the relative improvement (denoted as $\Delta$) of Heater over the best baselines are also calculated. As we can see from the table, for both metrics and all datasets, Heater can converge within 100 epochs.

### 4.4 RQ2: Ablation Study

Next, we turn to investigate the effects of different components of Heater. We compare the complete version of Heater with three variations: (i) Heater without the similarity constraint (noted as w/o SC), which puts no constraint on $U'_c$ and on $I'_c$; (ii) Heater without Mixture-of-Experts Transformation (noted as w/o MoET), which just adopts a linear transformation as the transformation functions $f_1$ and $f_2$; and (iii) Heater without Randomized Training (noted as w/o RT), which adopts the Heater basic framework as introduced in Section 2.2 with Mixture-of-Experts Transformation. Table 3 shows Recall@$20$, Precision@$20$, and NDCG@$20$ of the three models over all three datasets. Generally, Heater outperforms all variations for all metrics and all datasets, which indicates that the proposed similarity constraint, Mixture-of-Experts Transformation and Randomized Training mechanisms are effective and help to improve the cold start recommendation quality. Another observation is that for different datasets and different cold start recommendation tasks, the performance improvement brought by the similarity constraint, Mixture-of-Experts Transformation or Randomized Training are different. For instance, for CiteULike, Randomized Training improves the NDCG@$20$ by only 1.61% but Mixture-of-Experts Transformation improves by 10.32% and similarity constraint improves by 8.55%. However, for LastFM, Mixture-of-Experts Transformation improves only by 0.43% while Randomized Training improves by 4.90% and similarity constraint improves by 55.22%.

Moreover, to further study the effectiveness of Mixture-of-Experts Transformation, we also implement a variation of NLinMap with the original MLP replaced by a Mixture-of-Expert Transformation (with the same structure as it in Heater described in section 4.2). The variation is denoted as MoE-Map. Comparisons of NDCG@$20$ between MoE-Map and LinMap and NLinMap are present in Figure 6. From the figure we can observe that MoE-Map outperforms LinMap and NLinMap for all cases. As a result, we can conclude that Mixture-of-Experts Transformation is effective for auxiliary representation transformation.

### 4.5 RQ3: Impact of Hyper-parameters

Next, we study the impact of three hyper-parameters: the similarity constraint weight $\alpha$, the Randomized Training probability $p$, and the number of experts in Mixture-of-Experts Transformation $T$.

#### Similarity constraint weight $\alpha$

We first vary the similarity constraint weight $\alpha$ in $\{0.5 \leq 1, 1 - 5, 2e - 5, 5e - 5, 1e - 4, 2e - 4, 5e - 4, 1e - 3\}$ and set the other hyper-parameters as the same as described in Section 4.2. $\alpha$ controls the strength of similarity constraint and is directly connected with...
Table 2: Recall@k, Precision@k, and NDCG@k of all baselines and Heater. * represents unavailable result: KNN, CMF, LoCo, LWA and LLAE cannot work for Task 3, thus there is no result for them on XING-UI; LWA cannot work for Task 1 thus there is no result for LWA on LastFM and XING-U; LLAE run into out-of-memory error on XING dataset thus there is no result of LLAE on XING-U and XING-I. ** indicates that the relative improvement rates are statistically significant for \( p < 0.05 \) judged by paired t-test.

Table 3: Recall@20, Precision@20 and NDCG@20 of proposed Heater, Heater w/o similarity constraint, Heater w/o Mixture-of-Experts Transformation, and Heater w/o Randomized Training. MoET represents Mixture-of-Experts Transformation, RT represents Randomized Training.
(around 0.5 for other datasets). We can draw two conclusions: (i) Randomized Training is effective for improving cold start recommendation: when \( p \) is within a reasonable range, the performance improves with \( p \) increasing; and (ii) large \( p \) is not always helpful because \( f_U \) and \( f_I \) are trained less in this case.

**Number of experts in Mixture-of-Experts Transformation** \( T \). Last, we investigate the impact of the number of experts \( T \) in the Mixture-of-Experts Transformation. \( T \) controls the model complexity of the transformation component, and theoretically larger \( T \) (within reasonable range) is supposed to produce better performance. We experiment with \( T \) varying from 1 to 10 with step 1, and the empirical results on three datasets are shown in Figure 7d, 7e and 7f (XING-U, XING-I and XING-UI show similar patterns, thus we only show results of XING-UI here). Generally, on all datasets, with \( T \) increasing from 1, the performance improves first and arrives at a peak. However, the best \( T \) for different datasets are different, which is reasonable because the auxiliary representations in different datasets have distinct characteristics and requires different degrees of complexity for Mixture-of-Experts Transformation. The best choice of \( T \) is 5 for CiteULike, 6 for LastFM, and 7 for XING-UI.

Another direction of changing the complexity of the Mixture-of-Experts Transformation is to increase the number of layers in each expert. But adding more layers dramatically increases the computational cost, and does not bring much performance improvement, hence we do not show experimental results here. Besides, we only use one layer for one expert, thus, we cannot change the model complexity by changing the hidden layer dimension because it must be the same as the dimension of pretrained CF representations.

### 4.6 RQ4: Impact of Pretrained CF Quality.

We last study the impact of the quality of pretrained CF representations on Heater compared with other models which also take pretrained CF representations as input. We want to know with better pretrained CF representations, does Heater perform better? And is Heater relatively robust to the change of pretrained CF model compared with other models? For conciseness, we only show results on CiteULike. Experiments on other datasets show similar patterns. We generate user and item CF representations by training BPR on user-item interactions of warm start users and items, and we fix all hyper-parameters of BPR except the number of training epochs to generate representations of different qualities. Because we can only use the training set to train and evaluate BPR, thus we further split the training set shown in Table 1 into 90\% for training, and 10\% for evaluating. Then, with different quality of pretrained representations, we compare the cold start recommendation performance of DropoutNet, LinMap, NLinMap, and Heater. \( NDCG@20 \) results on CiteULike are shown in Figure 8, where we involve five sets of pretrained representations of different qualities, \( x \)-axis represents the \( NDCG@20 \) of BPR trained by different numbers of epochs (6, 8, 12, 16 and 30 epochs respectively, and the epoch number of experiment in Section 4.3 is 30), \( y \)-axis represents the cold start recommendation performances of models. From this we can observe that for all pretrained representations of different qualities, Heater always outperforms alternatives, and as the quality of BPR increases, the performance of all models improves. Moreover, the performance of Heater is much more consistent when the quality
of BPR representations differs, while other models have a larger range of performance changes. Note that $\text{NDCG}@20$ of BPR is lower than that of cold start recommendation performance because they are under different experiment setups: BPR is evaluated by recommending 13,584 items to 5,551 users, cold start models are evaluated by recommending 2,378 items to 5,551 users.

5 CONCLUSIONS

In this work, we propose a novel model called Heater to address the cold start recommendation problem. There are three innovative features of Heater, which are designed to address three key challenges in existing cold start recommendation algorithms: i) a combined framework incorporating the structures of separate-training and joint-training methods to avoid the error superposition issue and improve the model effectiveness; ii) the Randomized Training strategy to further promote quality of model learning; and iii) the Mixture-of-Experts Transformation mechanism to provide ‘personalized’ transformations for users and items. Empirical results on three public datasets show the performance improvement of Heater over state-of-the-art alternatives. In the future, we plan to investigate how to apply some of the ideas of Heater to solve the data sparsity problem, i.e., improve the recommendation performance on users or items with limited historical interaction data.
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