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The LBB condition in fractional Sobolev spaces and applications
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The present work focuses on the approximation of the stationary Stokes equations by means of finite-
element-like Galerkin methods. It is shown that, provided the velocity space and the pressure space are
compatible in some sense, a Ladyzhenskaya–Babuška–Brezzi condition holds in the fractional Sobolev
spacesHs(Ω), s ∈ [0, 1]. This result is illustrated in two applications.
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1. Introduction

The present work focuses on the approximation of the stationary Stokes equations by means of finite-
element-like Galerkin methods. It is shown that, provided the velocity space and the pressure space
are compatible in some sense (see (3.4)), an inf–sup condition holds in the fractional Sobolev spaces
Hs(Ω), s ∈ [0, 1]. This is a generalization of the Ladyzhenskaya–Babuška–Brezzi (LBB) condition.
As an application of this fact, we construct an approximation theory of the stationary Stokes problem in
Hs(Ω), s ∈ [0, 1]. In some sense, this work can be viewed as theHs-counterpart of the far more sophis-
ticatedL∞-approximation technique ofDuránet al. (1988) andGirault et al. (2004). As an additional
application, we deduce an estimate of the pressure in theH−r ((0, T); H1−s(Ω))-norm for the nonsta-
tionary Stokes equations. This bound is the Hilbertian counterpart of anL p((0, T); L`(Ω)) estimate
proved inSohr & von Wahl(1986). This type of estimate is important for constructing weak solutions
of the Navier–Stokes equations that are suitable in the sense ofScheffer(1977).

This paper is organized as follows. The rest of this section is devoted to introducing notation and
recalling basic facts onHs-spaces. In Section2 it is proved that the gradient operator∇: Hs(Ω) →
Hs−1(Ω) has a closed range,s ∈ [0, 1]. This is done by constructing a left inverse of the gradient
on the scale{Hs−1(Ω)}s∈[0,1]. The discrete finite-element-like setting alluded to above is introduced
in Section3. The main result of this section is Theorem3.2 that states theHs-version of the LBB
condition referred to above. Two applications are presented in Section4: (i) it is shown how the tech-
niques apply to the approximation theory of the stationary Stokes equations inHs(Ω), s ∈ [0, 1];
(ii) Theorem3.2 is applied to deduce ana priori bound on the approximate pressure of the time-
dependent Stokes equations, and applications to the three-dimensional Navier–Stokes equations are
discussed. Item (ii) is actually the main thrust that led the author to developing the present theory.
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2. Preliminaries

2.1 Notation and conventions

LetΩ be a connected, open, bounded domain inRd (d ∈ {2, 3} is the space dimension). The boundary
of Ω is denoted byΓ . Unless specified otherwise,Ω is assumed to be Lipschitz.

Spaces ofRd-valued functions acting onΩ are denoted in bold fonts. No notational distinction is
made betweenR-valued andRd-valued functions. Henceforth,c is a generic constant whose value may
vary at each occurrence. WheneverE is a normed space,‖ ∙ ‖E denotes a norm inE.

For 0 < s < 1, the spaceHs(Ω) := [L2(Ω), H1(Ω)]s is defined by the real method of inter-
polation betweenH1(Ω) and L2(Ω), i.e. the so-called K-method ofLions & Peetre(1964) (see also
Lions & Magenes, 1968or Bramble & Zhang, 2000, Appendix A). We interpolate betweenH1(Ω)
and H2(Ω) if 1 < s < 2. We denote byH1

0 (Ω) the closure ofC ∞
0 (Ω) in H1(Ω) and we set1

Hs
0(Ω) := [L2(Ω), H1

0 (Ω)]s. Let us recall thatHs
0(Ω) and Hs(Ω) coincide fors ∈

[
0, 1

2

)
and their

norms are equivalent (see e.g.Lions & Magenes, 1968, Theorem 11.1 orGrisvard, 1985, Corollary
1.4.4.5). Recall also thatC ∞

0 (Ω) is dense inHs
0(Ω) for s ∈ [0, 1]. The spaceH−s(Ω) is defined by

duality with Hs
0(Ω) for 06 s6 1, i.e.

‖v‖H−s = sup
06=w∈Hs

0(Ω)

(v,w)

‖w‖Hs
.

It is a standard result thatH−s(Ω) = [L2(Ω), H−1(Ω)]s, i.e. [L2(Ω), H−1(Ω)]s = [L2(Ω), H1
0 (Ω)]

′
s.

We defineL2∫
=0(Ω)

(
respectivelyHs∫

=0(Ω)
)

to be the space that is composed of those functions in

L2(Ω) (respectivelyHs(Ω), s ∈ [0, 1]) that are of zero mean. Since we are going to interpolate between
L2∫

=0(Ω) andH1∫
=0(Ω), we face the question of identifying the structure of

[
L2∫

=0(Ω), H1∫
=0(Ω)

]
s. Upon

setting Hs∫
=0(Ω) =

{
v ∈ Hs(Ω);

∫
Ω v = 0

}
, the answer to this question is given by the following

lemma.

LEMMA 2.1 For alls ∈ (0, 1), the following two spaces coincide with equivalent norms:
[
L2∫

=0(Ω), H1∫
=0(Ω)

]

s
= Hs∫

=0(Ω). (2.1)

Proof. We use LemmaA1 whose proof is reported in the appendix. Using the notation of LemmaA1,
we setE0 = L2(Ω), E1 = H1(Ω) andTv = v − 1

|Ω|

∫
Ω v, where|Ω| :=

∫
Ω 1 dx. The operatorT

is a projection and is inL (L2(Ω); L2(Ω)) andL (H1(Ω); H1(Ω)). Moreover, since the condition∫
Ω v = 0 is stable inL2(Ω) andH1(Ω), the range ofT is closed inL2(Ω) andH1(Ω). �

To account for solenoidal vector fields, we set

V0 = {v ∈ L2(Ω); ∇ ∙ v = 0; v ∙ n|Γ = 0}, (2.2)

V1 = {v ∈ H1(Ω); ∇ ∙ v = 0; v|Γ = 0}, (2.3)

V2 = {v ∈ V1; Δv ∈ L2(Ω)}. (2.4)

We denote byP: L2(Ω) → V0 theL2-projection ontoV0 (i.e. the so-called Leray projection).

1This definition is slightly different from what is usually done when s= 1
2. What we hereafter denote byH

1
2

0 (Ω) is usually

denoted byH
1
2

00(Ω) elsewhere.
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We denote by−Δ: D(Δ) := H1
0(Ω) ∩ H2(Ω) → L2(Ω) the unbounded vector-valued Laplace

operator supplemented with homogeneous Dirichlet boundary conditions. We also introduce the Stokes
operatorA: D(A) := V2 → V0 by settingA = −PΔ|V2.

2.2 The inf–sup condition

Throughout this paper we assume thatΩ is smooth enough so that the range of∇: Hs∫
=0(Ω) →

Hs−1(Ω), s ∈ [0, 1], is closed. (We show at the end of this section that this condition holds ifΩ is
star-shaped with respect to a ball, see Theorem2.4.) In other words, we assume that there is a constant
c > 0 uniform with respect tos so that

‖∇q‖Hs−1 > c‖q‖Hs ∀ q ∈ Hs∫
=0(Ω). (2.5)

Using the characterization of the norm inHs−1(Ω) = [H1−s
0 (Ω)]′, the above inequality can be equiva-

lently rewritten as follows:

sup
06=v∈H1−s

0 (Ω)

〈∇q, v〉

‖v‖H1−s
> c‖q‖Hs ∀ q ∈ Hs∫

=0(Ω). (2.6)

The main objective of the paper is to prove the discrete counterparts of (2.6).
The property (2.5) (or equivalently (2.6)) is known to hold fors = 0 ands = 1 under the sole regu-

larity assumption thatΩ be Lipschitz. Fors = 1, this is the so-called Poincaré–Friedrichs inequality. For
s = 0, this is the well-known LBB condition, proofs of which can be found inNečas(1967) or Bramble
(2003) (see alsoGirault & Raviart, 1986). At this point it is tempting to think that (2.5) could be proved
by interpolation between the following two inequalities:‖∇q‖L2 > c‖q‖H1 and‖∇q‖H−1 > c‖q‖L2.
Unfortunately, such a theory does not exist to the best of the author’s knowledge. In other words, (2.5)
is a nontrivial inequality.

We conjecture that (2.5) holds ifΩ is Lipschitz. One seemingly feasible way to prove this could
be to revisit the proof inBramble(2003) and make it work in the ranges ∈ [0, 1]. This seems to be a
nontrivial undertaking and we leave the matter for future investigation. We propose in the rest of this
section an alternative approach to convince ourselves that the set of domains satisfying the hypothesis
(2.5) is not empty.

We start by constructing a left inverse of the gradient operator, and to do so we followDurán &
Muschietti(2001). We assume thatΩ is star-shaped with respect to a ballB(x0, ρ) ⊂ Ω (i.e. for any
z ∈ B(x0, ρ) and anyx ∈ Ω the segment joiningz andx is contained inΩ). Let w: Ω → R be a
smooth function inC ∞

0 (B(x0, ρ)) such that
∫
Ω w = 1 and define the kernel

G(x, y) =
∫ 1

0

1

sd+1
(x − y)w

(
y +

x − y

s

)
ds. (2.7)

Letψ ∈ H1
0(Ω), then (seeDurán & Muschietti, 2001, Theorem2.1) the following holds:

−
∫

Ω
G(x, y)∇∙ ψ(y)dy ∈ H1

0(Ω). (2.8)

This allows us to define the operatorL: H−1(Ω) → L2∫
=0(Ω) as follows: for anyf ∈ H−1(Ω), L f ∈

L2∫
=0(Ω) is the unique function that solves

(L f,∇∙ ψ)L2 =
〈

f,−
∫

Ω
G(∙, y)∇∙ ψ(y)dy

〉
∀ψ ∈ H1

0(Ω), (2.9)
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where(∙, ∙)L2 and〈∙, ∙〉 denote theL2-scalar product and theH−1(Ω)–H1
0(Ω) duality paring, respec-

tively. Note that the above problem has a unique solution owing to∇ ∙ : H1
0(Ω) → L2∫

=0(Ω) being
surjective.

LEMMA 2.2 If Ω is star-shaped with respect to a ball, the restriction ofL: H−1(Ω) → L2∫
=0(Ω)

to L2(Ω) is a bounded operatorL: L2(Ω) → H1∫
=0(Ω), and L is a simultaneous left inverse of

∇: L2∫
=0(Ω) → H−1(Ω) and∇: H1∫

=0(Ω) → L2(Ω).

Proof.

(i) We first prove thatL is the left inverse of∇: L2∫
=0(Ω) → H−1(Ω). (Actually, the operatorL

constructed above is the adjoint of the right inverse of∇∙ : H1
0(Ω) → L2∫

=0(Ω) constructed in

Durán & Muschietti, 2001.) Let q be a member ofL2∫
=0(Ω). Then, for allψ ∈ H1

0(Ω),

(L∇q,∇∙ ψ)L2 =
〈
∇q,−

∫

Ω
G(∙, y)∇∙ ψ(y)dy

〉

=
(

q,∇∙
∫

Ω
G(∙, y)∇∙ ψ(y)dy

)

L2

= (q,∇∙ ψ)L2 (seeDurán & Muschietti, 2001, Theorem2.1).

This implies thatL∇q = q, which is the desired result. Note that this immediately implies that
L is also a left inverse of∇: H1∫

=0(Ω) → L2(Ω).

(ii) Proving that the range ofL: L2(Ω) → L2∫
=0(Ω) is a subset ofH1∫

=0(Ω) is slightly technical and
consists of invoking dual arguments fromDurán & Muschietti(2001). Let f be a member of
L2(Ω) and letp := L f ∈ L2∫

=0(Ω). Then, for allψ ∈ H1
0(Ω), we have

−(p,∇∙ ψ)L2 =
∫

Ω
f (x) ∙

(∫

Ω
G(x, y)∇∙ ψ(y)dy

)
dx

=
∫

Ω
∇∙ ψ(y)

(∫

Ω
G(x, y) ∙ f (x)dx

)
dy =

(
∇∙ ψ,

∫

Ω
G(x, ∙) ∙ f (x)dx

)

L2
,

where we have applied the Fubini–Tonelli theorem owing to the fact thatG(∙, y) is in L1(Ω)
uniformly w.r.t. y (respectivelyG(x, ∙) is in L1(Ω) uniformly w.r.t.x) (seeDurán & Muschietti,
2001, Lemma 2.1) andf ∈ L2(Ω) ⊂ L1(Ω). This means that

p = −
∫

Ω
G(x, ∙) ∙ f (x)dx.

Now, by proceeding as inDurán & Muschietti(2001), it can be shown that

−∂yi p(y) =
d∑

j =1

((Qi j f j )(y)+ wi j (y) f j (y)),
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where, denoting by 1Ω the characteristic function ofΩ,

(Qi j f j )(y) = lim
ε→0

∫

|x−y|>ε
1Ω(x)∂yi G j (x, y) f j (x)dx,

wi j (y) =
∫

Rd

zi zj

|z|2
w(y + z)dz.

The conclusion follows by showing thatQi j is a Caldeŕon–Zygmund operator by proceeding
similarly to Durán & Muschietti(2001). The details are omitted for brevity. �

The following lemma relates the existence of a left inverse of an injective operator to the fact that
the range of the operator in question is closed (see alsoBacutaet al., 2001, Lemma2.3).

LEMMA 2.3 LetE1 ⊂ E0 andF1 ⊂ F0 be four Banach spaces withE1 andF1 continuously embedded
and dense inE0 andF0, respectively. LetT : Ej → Fj be a bounded operator,j = 0, 1. Assume that
T has a simultaneous left inverse onE1 and E0, i.e. there exists a bounded operatorL: Fj → Ej ,
j ∈ {0, 1}, such thatLT = I in E1. Then the range ofT : Eθ → Fθ is closed, uniformly inθ , in any
interpolation pair(Eθ , Fθ ), E1 ⊂ Eθ ⊂ E0, F1 ⊂ Fθ ⊂ F0.

Proof. By definition,(Eθ , Fθ ) being an interpolation pair implies thatT : Eθ → Fθ andL: Fθ → Eθ
are bounded uniformly with respect toθ . Moreover,LTv = v for all v ∈ E1 ⊂ Eθ . SinceE1 is dense
in Eθ , this implies thatLT = I on Eθ . This, together with the boundedness ofL, implies that, for all
v ∈ Eθ ,

‖v‖Eθ = ‖LTv‖Eθ 6 c‖Tv‖Fθ ,

wherec := supθ ‖L‖L (Fθ ,Eθ ) < ∞. That is,T is injective and its range is closed. �
We are now able to conclude.

THEOREM 2.4 If Ω is star-shaped with respect to a ball, then the operator∇: Hs∫
=0(Ω) → Hs−1(Ω),

s ∈ [0, 1], is bounded and injective, and its range is closed uniformly w.r.t.s (i.e. (2.5) holds).

Proof. Using the notation of Lemmas2.2 and2.3, setE1 = H1∫
=0(Ω), E0 = L2∫

=0(Ω), F1 = L2(Ω),

F0 = H−1(Ω), T = ∇ andL as defined in (2.9). Then conclude by applying Lemmas2.2and2.3and
using the identification (2.1). �

3. The discrete setting

We introduce a discrete approximation setting in this section. Our goal is to prove a counterpart of (2.6)
within this setting. The main result is Theorem3.2.

3.1 Preliminaries

We assume that we have at hand two families of finite-dimensional spaces,{Xh}h>0, {Mh}h>0, such that
Xh ⊂ H1

0(Ω) andMh ⊂ L2∫
=0(Ω). To avoid irrelevant technicalities, we assume thatMh ⊂ H1∫

=0(Ω).
To characterize the approximation properties of the spaces{Xh}h>0, we assume that there is a linear

mappingCh : L2(Ω) → Xh and a constantc > 0 uniform inh such that, for alls ∈ [0, 1],
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‖Chv‖Hs 6 c‖v‖Hs ∀ v ∈ Hs
0(Ω), (3.1)

‖v − Chv‖L2 6 chs‖v‖Hs ∀ v ∈ Hs
0(Ω). (3.2)

One can think ofCh as the Scott–Zhang (1990) operator in the case of finite elements (it could also be
the Cĺement interpolation operator if the space dimension is two;Clément, 1975).

We moreover assume that the following inverse inequality holds: there is ac uniform inh such that,
for all s ∈ [0, 1],

‖vh‖Hs 6 ch−s‖vh‖L2 ∀ vh ∈ Xh. (3.3)

The above hypotheses are usually satisfied whenXh and Mh are constructed by using finite elements
based on quasi-uniform mesh families (Girault & Raviart, 1986).

3.2 Compatibility betweenXh and Mh

Let πh: L2(Ω) → Xh be theL2-projection ontoXh. One key hypothesis on which the present work is
based is the following:Xh and Mh are compatible in the sense that there is ac > 0 independent ofh
such that

‖πh∇qh‖L2 > c‖∇qh‖L2 ∀ qh ∈ Mh. (3.4)

Owing to the Poincaré–Friedrichs inequality, the above inequality can also be equivalently rewritten as
follows:

sup
06=vh∈Xh

(∇qh, vh)

‖vh‖L2
> c‖qh‖H1 ∀ qh ∈ Mh. (3.5)

The hypothesis (3.4) has been shown inGuermond(2006, Lemma 2.2) to hold for various pairs of
finite-element spaces, e.g. the MINI finite element and the Hood–Taylor finite element.

It is shown byGuermond(2006, Lemma 2.1) that (3.4) implies that the pair(Xh,Mh) satisfies the
so-called LBB condition; that is to say, there is a constantc independent ofh such that

sup
06=vh∈Xh

(qh,∇∙ vh)

‖vh‖H1
> c‖qh‖L2 ∀ qh ∈ Mh. (3.6)

Note that (3.5) and (3.6) are the discrete counterparts of (2.6) for s = 0 ands = 1. One of the
goals of the present paper is to prove that (3.4) implies that similar inequalities hold for the entire range
s ∈ [0, 1].

3.3 The LBB condition in Hs

We start with a perturbation lemmaà la Verfürth (1984).

LEMMA 3.1 Under the (smoothness) assumption (2.5) onΩ and assuming that (3.1) and (3.2) hold,
there is ac uniform in h such that, for alls ∈ [0, 1],

sup
06=vh∈Xh

(∇qh, vh)

‖vh‖H1−s
> c‖qh‖Hs − c′h1−s‖∇qh‖L2 ∀ qh ∈ Mh. (3.7)
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Proof. Let qh 6= 0 be a nonzero member ofMh. Then, using successively (3.1), (2.5) and (3.2), we infer
that

sup
06=vh∈Xh

(∇qh, vh)

‖vh‖H1−s
> sup

06=w∈H1−s
0 (Ω)

(∇qh,Chw)

‖Chw‖H1−s
> c sup

06=w∈H1−s
0 (Ω)

(∇qh,Chw)

‖w‖H1−s

> c sup
06=w∈H1−s

0 (Ω)

(∇qh, w)

‖w‖H1−s
− c sup

06=w∈H1−s
0 (Ω)

(∇qh,Chw − w)

‖w‖H1−s

> c′‖qh‖Hs − c‖∇qh‖L2 sup
06=w∈H1−s

0 (Ω)

‖w − Chw‖L2

‖w‖H1−s

> c‖qh‖Hs − c′h1−s‖∇qh‖L2.

This completes the proof. �
We are now in a position to state the discrete counterpart of (2.6), which is the main result of this

section.

THEOREM3.2 Under the (smoothness) assumption (2.5) onΩ and assuming that (3.1)–(3.4) hold, there
is ac uniform in h such that, for alls ∈ [0, 1],

sup
06=vh∈Xh

(∇qh, vh)

‖vh‖H1−s
> c‖qh‖Hs ∀ qh ∈ Mh. (3.8)

Proof. Let qh be a nonzero member ofMh. Then, using the compatibility hypothesis (3.4) together with
the inverse inequality (3.3), we infer that

sup
06=vh∈Xh

(∇qh, vh)

‖vh‖H1−s
>
(∇qh, πh∇qh)

‖πh∇qh‖H1−s
>

‖πh∇qh‖2
L2

‖πh∇qh‖H1−s

> c
‖πh∇qh‖2

L2

hs−1‖πh∇qh‖L2
> ch1−s‖πh∇qh‖L2

> ch1−s‖∇qh‖L2.

Then use Lemma3.1to conclude. �

REMARK 3.3 L p-versions of Theorem3.2can be found inErn & Guermond(2004, Section4.2).

4. Applications

In this section we present two applications of the above analysis: theHs-stability for the Stokes prob-
lem and ana priori estimate of the pressure for the nonstationary Stokes equations. The first application
is quite straightforward, whereas the second is slightly more sophisticated and has far-reaching conse-
quences for the analysis of the three-dimensional Navier–Stokes equations.

We assume thatΩ is smooth enough so that there is ac > 0 such that

∀ v ∈ V2, ‖v‖H2 + ‖(1 − P)Δv‖L2 6 c‖Av‖L2. (4.1)
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Ω being convex orΩ being of classC 1,1 are known to be sufficient conditions for (4.1) to hold in two
and three space dimensions (d = 2, 3) (cf. e.g.Grisvard, 1985; Dauge, 1989, Theorem 6.3).

4.1 Hs-approximation for the Stokes problem

We define the discrete Laplace operatorΔh: Xh → Xh as follows:

(Δhxh, yh) = −(∇xh,∇yh) ∀ xh, yh ∈ Xh.

We set

Vh = {vh ∈ Xh; (vh,∇qh) = 0 ∀ qh ∈ Mh}. (4.2)

Vh is composed of the fields ofXh that are discretely divergence free. This allows us to define the
discrete Stokes operatorAh: Vh → Vh as follows: for alluh ∈ Vh, Ahuh is the element ofVh such that

(Ahuh, vh) = (∇uh,∇vh) ∀ vh ∈ Vh. (4.3)

Then we have the following discrete counterpart of (4.1).

LEMMA 4.1 Under the smoothness assumption (4.1) onΩ and assuming that (3.1)–(3.4) hold, there is
ac > 0 uniform inh so that uniformly

‖Δhvh‖L2 6 c‖Ahvh‖L2 ∀ vh ∈ Vh. (4.4)

Proof. The proof is standard and can be found in, for example,Heywood & Rannacher(1982, Corollary
4.4) orGuermond & Pasciak(2007, Lemma4.1). We nevertheless reproduce it here for completeness.
Let vh be a member ofVh. Let (v, p) ∈ H1

0(Ω) × L2∫
=0(Ω) be the solution of the Stokes problem with

the dataAhvh, i.e.

(∇v,∇l )− (p,∇ ∙ l ) = (Ahvh, l ) ∀ l ∈ H1
0(Ω),

(∇ ∙ v,q) = 0 ∀ q ∈ L2∫
=0(Ω).

Let (wh, rh) ∈ Xh × Mh be the solution to

(∇wh,∇lh)− (rh,∇ ∙ lh) = (Ahvh, lh) ∀ lh ∈ Xh,

(∇ ∙ wh,qh) = 0 ∀ qh ∈ Mh.

Clearly,wh ∈ Vh and actuallywh = vh. This means thatvh is the Galerkin approximation tov. The
theory of mixed problems together with the smoothness assumptions (4.1) and (3.6) implies that

‖v − vh‖H1 6 ch(‖v‖H2 + ‖p‖H1) 6 ch‖Ahvh‖L2.

We then have, forxh ∈ Xh,

|(∇vh,∇xh)| 6 |(∇(vh − v),∇xh)| + |(Δv, xh)|

6 c(h‖xh‖H1 + ‖xh‖L2)‖Ahvh‖L2 6 c‖xh‖L2‖Ahvh‖L2.
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Thus

‖Δhvh‖L2 = sup
06=xh∈Xh

(∇vh,∇xh)

‖xh‖L2
6 c‖Ahvh‖L2,

which completes the proof of the lemma. �
Finally, we assume that the family of approximation spaces(Xh)h>0 is such thatπh is uniformly

H1-stable, i.e. there is ac independent ofh such that

‖πhv‖H1 6 c‖v‖H1, (4.5)

for all v in H1
0(Ω). When the spaces(Xh)h>0 are finite element based, this assumption is known to hold

under quite weak regularity requirements on the underlying mesh family (Brambleet al., 2002).
Let us define the mappingsR: H−1(Ω) → H1

0(Ω) andS: H−1(Ω) → L2∫
=0(Ω) such that

{
−ΔR( f )+ ∇S( f ) = f,

∇∙ R( f ) = 0, R( f )|Γ = 0.
(4.6)

We now define the approximate mappingsRh: H−1(Ω) → Xh andSh: H−1(Ω) → Mh such that, for
all f ∈ H−1(Ω), Rh( f ) andSh( f ) solve

{
(∇Rh( f ),∇vh)− (Sh( f ),∇∙ vh) = 〈 f, vh〉 ∀ vh ∈ Xh,

(qh,∇∙ Rh( f )) = 0 ∀ qh ∈ Mh.
(4.7)

It is well known that this yields a stable and convergent approximation method (see e.g.Girault &
Raviart, 1986; Brezzi & Fortin, 1991). In particular, the following stability estimate holds:

‖Rh( f )‖H1 + ‖Sh( f )‖L2 6 c‖ f ‖H−1. (4.8)

A more general result is stated in the following theorem that together with Corollary4.3is the main
result of this section.

THEOREM 4.2 Under the hypotheses of Lemma4.1, there is ac uniform in h so that, for alls ∈ [0, 1]
and for all f ∈ H−s(Ω), the following holds:

‖Δh Rh( f )‖H−s + ‖Sh( f )‖H1−s 6 c‖ f ‖H−s. (4.9)

Proof.

(i) Bound on‖Δh Rh( f )‖L2. Assume that‖ f ‖L2 is bounded. Using (4.4), we infer that

‖Δh Rh( f )‖L2 6 c‖Ah Rh( f )‖L2 6 c sup
06=vh∈Vh

(Ah Rh( f ), vh)

‖vh‖L2

6 c sup
06=vh∈Vh

(∇Rh( f ),∇vh)

‖vh‖L2
6 c sup

06=vh∈Vh

〈 f, vh〉

‖vh‖L2

6 c‖ f ‖L2.
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(ii) Bound on‖Δh Rh( f )‖H−1. Using theH1-stability ofπh, we obtain

‖Δh Rh( f )‖H−1 = sup
06=v∈H1

0(Ω)

(Δh Rh( f ), v)

‖v‖H1
= sup

06=v∈H1
0(Ω)

(∇Rh( f ),∇(πhv))

‖v‖H1

= sup
06=v∈H1

0(Ω)

〈 f, πhv〉 + (Sh( f ),∇∙ (πhv))

‖v‖H1

6 c(‖ f ‖H−1 + ‖Sh( f )‖L2).

Then, using the stability estimate (4.8), we deduce that

‖Δh Rh( f )‖H−1 6 c‖ f ‖H−1.

(iii) Interpolation. We now apply the real method of interpolation (Lions & Peetre, 1964; Lions &
Magenes, 1968) to the mappingT : H−1(Ω) 3 f 7→ Δh Rh( f ) ∈ H−1(Ω) andT : L2(Ω) 3
f 7→ Δh Rh( f ) ∈ L2(Ω). This gives

‖Δh Rh( f )‖H−s 6 c‖ f ‖H−s.

(iv) Estimate of the pressure. The estimate of the pressure is obtained by using Theorem3.2:

‖Sh( f )‖H1−s 6 c sup
06=vh∈Xh

(∇Sh( f ), vh)

‖vh‖Hs

= c sup
06=vh∈Xh

(∇Rh( f ),∇vh)− 〈 f, vh〉

‖vh‖Hs

= c sup
06=vh∈Xh

(−Δh Rh( f ), vh)− 〈 f, vh〉

‖vh‖Hs

6 c(‖Δh Rh( f )‖H−s + ‖ f ‖H−s) 6 c‖ f ‖H−s.

This completes the proof. �

Let f be a given function inH−s(Ω). We now make some change of notation by settingu := R( f ),
p := S( f ), uh := Rh( f ) and ph := Sh( f ). The following corollary gives an estimate of the way the
pair (uh, ph) approximates(u, p).

COROLLARY 4.3 There is ac uniform in h so that, for alls ∈ [0, 1],

‖Δu −Δhuh‖H−s + ‖p − ph‖H1−s

6 c

(
inf
vh∈Vh

‖Δu −Δhvh‖H−s + inf
qh∈Mh

‖p − qh‖H1−s

)
. (4.10)
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Proof. Let vh ∈ Vh andqh ∈ Mh be two arbitrary discrete functions and let us setg := −Δhvh + ∇qh.
It is clear thatRh(g) = vh andSh(g) = qh. Then Theorem4.2 implies that

‖Δh Rh( f − g)‖H−s + ‖Sh( f − g)‖H1−s 6 c‖ f − g‖H−s

6 c(‖ −Δu + ∇ p +Δhvh − ∇qh‖H−s)

6 c(‖ −Δu +Δhvh‖H−s + ‖p − qh‖H1−s).

Then, using the triangle inequality and the above estimate, we infer that

‖Δhuh −Δu‖H−s + ‖ph − p‖H1−s = ‖Δh Rh( f )−Δu‖H−s + ‖Sh( f )− p‖H1−s

6 ‖Δh Rh( f − g)‖H−s + ‖Sh( f − g)‖H1−s

+ ‖Δhvh −Δu‖H−s + ‖qh − p‖H1−s

6 c(‖ −Δu +Δhvh‖H−s + ‖p − qh‖H1−s);

then conclude by taking the infimum onvh andqh. �

REMARK 4.4 Note in passing that (4.9) gives an estimate for the velocityRh( f ) in H2−s(Ω) when
s ∈

(1
2, 1

]
. It is shown inGuermond & Pasciak(2007, Lemma2.2) that, under the assumptions on the

discrete setting stated above, there is a positive nonincreasing functioncl and a positive nondecreasing
functioncu, both uniform inh, such that, for alls ∈

(
− 3

2,
3
2

)
,

cl (|s|)‖vh‖Hs
0
6 ((−Δh)

svh, vh)
1
2 6 cu(|s|)‖vh‖Hs

0
∀ vh ∈ Xh,

whereHs
0(Ω) := [H1,H2]s ∩ H1

0(Ω) for s ∈
[
1, 3

2

)
andH−s

0 (Ω) is the dual ofHs
0(Ω). Applying these

two bounds toΔh Rh( f ) with s ∈
(1

2, 1
]
, we obtain

‖Δh Rh( f )‖H−s > c((−Δh)
2−sRh( f ), Rh( f ))

1
2 > c′‖Rh( f )‖H2−s,

and the conclusion follows readily.

4.2 Application to the nonstationary Stokes equations

As an application of Theorem3.2 we show in this section how to derive ana priori estimate of the
pressure for the Galerkin approximation of the nonstationary Stokes equations.

Let (0, T) be a time interval (possibly arbitrarily large). Letu0 ∈ V0, p ∈ (1,+∞), q ∈ (1,+∞)
and f ∈ L p(0, T; Lq(Ω)), and consider the time-dependent Stokes equations






∂t u −Δu + ∇p = f in ΩT ,

∇∙ u = 0 inΩT ,

u|Γ = 0, u|t=0 = u0,

(4.11)

whereΩT = Ω×(0, T) (note thatp is the pressure andp is an exponent). It is well known that this
problem has a unique weak solution in appropriate functional spaces. In particular, ifu0 = 0, p = q



LBB CONDITION IN FRACTIONAL SOBOLEV SPACES 801

andΩ is of classC 2, it is proved inSolonnikov(1976) that the following bound holds:

‖∇p‖L p(ΩT ) + ‖∂t u‖L p(ΩT ) + ‖Δu‖L p(ΩT ) 6 c‖ f ‖L p(ΩT ). (4.12)

Still assuming thatΩ is of classC 2, this estimate has been significantly generalized inSohr & von
Wahl (1986) to account for different exponentsp andq:

‖∇p‖L p(0,T;Lq) + ‖∂t u‖L p(0,T;Lq) + ‖Δu‖L p(0,T;Lq) 6 c‖ f ‖L p(0,T;Lq), (4.13)

‖p‖L p(0,T;L`) 6 c‖ f ‖L p(0,T;Lq), (4.14)

where1
` := 1

q − 1
d . These estimates are important for constructing weak solutions of the Navier–Stokes

equations that are suitable in the sense ofScheffer(1977).
The present work is part of a research programme aiming at characterizing suitable weak solutions

of the Navier–Stokes equations in three space dimensions. To understand the importance of suitable
weak solutions, recall that at present the best partial regularity result for the Navier–Stokes equations
asserts that the one-dimensional Hausdorff measure of the set of singularities of a suitable weak solution
is zero (this is the so-called Caffarelli–Kohn–Nirenberg theorem;Caffarelliet al., 1982; Lin, 1998). This
result is not known to hold for weak solutions (i.e. suitable weak solutions area priori smoother than
weak solutions). It is not known if suitable weak solutions are unique (a positive answer would close the
Navier–Stokes debate). It is not known if there are weak solutions that are not suitable.

One goal of the research programme mentioned above is to prove that finite-element-based Faedo–
Galerkin approximations to the three-dimensional Navier–Stokes equations converge (up to subse-
quences) to suitable weak solutions. This property has been proved to hold in the three-dimensional
torus, i.e. with periodic boundary conditions (Guermond, 2006). (At present this result is not known to
hold for Fourier-based Faedo–Galerkin approximations.) To eventually prove that the result is also true
with Dirichlet boundary conditions, it is important to reproduce discrete counterparts of the estimates
(4.13) and (4.14) using the discrete (finite-element-like) setting introduced above.

For this purpose and to avoid using the non-HilbertianL p(Lq)-framework, we define fractional
Sobolev spaces in time. LetH be a Hilbert space with norm‖∙‖H . Considerδ with 1 6 δ < ∞, and
defineLδ(R; H) =

{
ψ : R 3 t 7→ ψ(t) ∈ H ;

∫ +∞
−∞ ‖ψ(t)‖δH dt < ∞

}
. For allψ ∈ L1(R; H), denote

by ψ̂(k) =
∫ +∞
−∞ ψ(t)e−2 iπkt dt for all k ∈ R. This notion of Fourier transform is then extended to

the space of tempered distributions onR with values inH , sayS ′(R; H). Then, followingLions &
Magenes(1968, p. 21), we define

Hγ (R; H) =
{
v ∈ S ′(R; H);

∫ +∞

−∞
(1 + |k|)2γ ‖v̂‖2

H dk < +∞
}
. (4.15)

We then define the spaceHγ ((0, T); H) to be composed of those tempered distributions inS ′((0, T);
H) that can be extended toS ′(R; H) and whose extension is inHγ (R; H). The norm inHγ ((0, T); H)
is the quotient norm, i.e.

‖v‖Hγ ((0,T);H) = inf
ṽ=u

a.e. on(0,T)

‖ṽ‖Hγ (R;H). (4.16)

We henceforth assume the following:

q ∈ (1, 2) and p ∈ (1, 2). (4.17)
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Then, upon settings = s(q) := d
( 1

q − 1
2

)
andr := 1

p − 1
2, standard embedding inequalities imply

f ∈ L p(0, T; Lq(Ω)) ⊂ H−r ((0, T); H−s(Ω)) ∀ r > r . (4.18)

Our goal is to reformulate (4.13) and (4.14) using the fractional Sobolev spacesH−r ((0, T); H−s(Ω)).
To avoid unimportant technicalities, we assumeu0 = 0. The approximate counterpart of (4.11) is as

follows:





∂t uh −Δhuh + Bhph = πh f, for a.e.t ∈ (0, T),

BT
h uh = 0,

uh|t=0 = 0,

(4.19)

whereBh := πh∇|Mh . This discrete problem has a unique solution (this is a system of linear ordinary
differential equations). The following stability estimates are proved inGuermond & Pasciak(2007).

PROPOSITION4.5 There is ac independent ofh so that, for allr > r := 1
p − 1

2,

‖Δhuh‖H−r ((0,T);H−s) 6 c. (4.20)

Moreover, ifq is such thats(q) < 1
2, then

‖∂t uh‖H−r ((0,T);H−s) 6 c. (4.21)

As an immediate consequence of (4.20) and (4.21), we deduce that

‖Bhph‖H−r ((0,T);H−s) 6 c (4.22)

whenevers(q) < 1
2.

REMARK 4.6 Observe that (4.20)–(4.22) are the discrete counterparts of (4.13) in the Hilbert space
H−r ((0, T); H−s(Ω)), where the members of the pairs(s,q) and(r , p) are in correspondence through
the continuous embeddingsHs(Ω) ⊂ Lq(Ω) and Hr (0, T) ⊂ L p(0, T), where 1

q = 1
2 − s

d and
1
p = 1

2 − r .

Now we have to derive a discrete counterpart for (4.14). It is clear that (4.14) is just an application
of Sobolev’s embedding, and one could imagine using a similar argument to deduce an estimate for the
discrete pressure. Unfortunately, the embedding argument cannot be applied in (4.22) for two reasons:
H−s(Ω) does not embed in any Lebesgue space andBh is a discrete operator. Actually, Theorem3.2 is
the key argument that will do the job (and the primary motivation for the present paper).

COROLLARY 4.7 If q is such thats(q) < 1
2 then, for allr > r := 1

p − 1
2,

‖ph‖H−r ((0,T);H1−s) 6 c. (4.23)

Proof. Clearly, we haveπh∇ph = πh f − ∂t uh +Δhuh. Then applying Theorem3.2we infer that

‖ph‖H1−s 6 sup
06=vh∈Xh

(πh f − ∂t uh +Δhuh, vh)

‖vh‖Hs
.

Conclude using Proposition4.5. �
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The application of this estimate to the aforementioned research programme for the construction
of suitable weak solutions to the three-dimensional Navier–Stokes equations is reported inGuermond
(2007).

REMARK 4.8 The careful reader may object at this point that when applied to the Navier–Stokes
equations in three space dimensions, the restrictions(q) < 1

2 in Proposition4.5 makes the bound
(4.21) somewhat useless. Indeed, the above analysis applies to the Navier–Stokes equations withf =
g − uh∙∇uh, whereg is a given smooth source anduh∙∇uh is the nonlinear advection term. Since
a standard uniform estimate inL∞((0, T); L2(Ω)) ∩ L2((0, T); H1

0(Ω)) holds onuh, we find that
f ∈ L p(0, T; Lq(Ω)), wherep andq satisfy the equality2p + 3

q = 4 and 16 p 6 2, 16 q 6 3
2. The

restriction onq yields 1
2 6 s = 3

( 1
q − 1

2

)
6 3

2, which is contradictory to the assumptions < 1
2. This

objection is overcome as follows. As shown inGuermond & Pasciak(2007), it is possible to exploit
thea priori bound‖uh‖L2((0,T);H1) 6 c to deduce the bound‖∂t uh‖

H− 2
5−3ε

(
(0,T);H− 1

2+ε
) 6 c

(
valid for

all ε ∈
[
0, 1

4

])
, which is slightly sharper than (4.21). Then, takingp = 1

(
i.e. q = 3

2 ands = 1
2

)
, we

infer from (4.20) that‖Δhuh‖
H− 1

2−ε
(
(0,T);H− 1

2
) is bounded, and repeating the argument in the proof of

Corollary 4.7, we deduce that‖ph‖
H− 1

2−ε
(
(0,T);H

1
2
) is bounded (seeGuermond & Pasciak, 2007and

Guermond, 2007for the details). Note again that Theorem3.2 is the key argument.
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Appendix

The purpose of this appendix is to prove LemmaA1 and give an illustration of this lemma that is slightly
less trivial than proving Lemma2.1.

LEMMA A1 Let E1 ⊂ E0 be two Banach spaces withE1 continuously embedded inE0. Let T : Ej →
Ej be a bounded operator with closed range and assume thatT is a projection,j ∈ {0, 1}. Denote by
K0 and K1 the ranges ofT |E0 and T |E1, respectively. Then the following two spaces coincide with
equivalent norms:

[K0, K1]s = [E0, E1]s ∩ K0 ∀ s ∈ (0, 1).

Proof. (1) For allv ∈ K j , we set‖v‖K j := ‖v‖Ej ; this makes sense sinceK j is closed inEj , j ∈ {0, 1}.
(2) Lets ∈ (0, 1). We now prove that [K0, K1]s ⊂ [E0, E1]s ∩ K0 with continuous injection. Letu be a
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member of [K0, K1]s ⊂ K0 + K1 ⊂ E0 + E1. TheK -functional associated with the norm in [K0, K1]s

satisfies the following:

K (t, u, K0, K1) := inf
v∈K1

(‖v‖2
K0

+ t2‖u − v‖2
K1
)

1
2

> inf
v∈E1

(‖v‖2
E0

+ t2‖u − v‖2
E1
)

1
2 := K (t, u, E0, E1).

As a result,u ∈ [E0, E1]s and the embedding [K0, K1]s ⊂ [E0, E1]s is continuous. Moreover, clearly
[K0, K1]s ⊂ K0, i.e. [K0, K1]s ⊂ [E0, E1]s ∩ K0.
(3) Let us prove the converse. Letu be a member of [E0, E1]s ∩ K0. Then, owing to the fact thatT is a
projection, i.e.T u = u, andT is bounded onE1 andE0, theK -functional associated with the norm in
[E0, E1]s satisfies the following:

K (t, u, E0, E1) := inf
v∈E1

(‖v‖2
E0

+ t2‖u − v‖2
E1
)

1
2

> c inf
v∈E1

(‖Tv‖2
E0

+ t2‖u − Tv‖2
E1
)

1
2

> c inf
w∈K1

(‖w‖2
K0

+ t2‖u − w‖2
K1
)

1
2 .

In other words,u ∈ [K0, K1]s and the injection [E0, E1]s ∩ K0 ⊂ [K0, K1]s is continuous. �
Let us now assume the following smoothness hypothesis on the domainΩ: there is ac > 0 so that

‖v‖H2 6 c‖Δv‖L2 ∀ v ∈ D(Δ). (A.1)

This property is known to hold in arbitrary space dimension ifΩ is convex or is of classC 1. We finally
give the following illustration of LemmaA1.

LEMMA A2 Provided the elliptic regularity (A.1) holds, the following two spaces coincide with equiv-
alent norms:

[H1
0 (Ω), H2(Ω) ∩ H1

0 (Ω)]s = H1+s(Ω) ∩ H1
0 (Ω) ∀ s ∈ (0, 1).

This result seems to be part of the folklore in numerical analysis, but the only proof the author is
aware of is that ofBacutaet al.(2001) that is somewhat involved and restricted to two space dimensions
(without the elliptic regularity assumption (A.1) though).

Proof. Let us define the mappingT : H2(Ω) → H2(Ω)∩ H1
0 (Ω) such thatΔTv = Δv, i.e.Tv solves a

Poisson equation with homogeneous Dirichlet boundary condition. Note thatT is obviously bounded in
H1(Ω) and it is also bounded inH2 owing to the elliptic regularity (A.1). T is clearly a projection. The
range ofT |H1(Ω) is H1

0 (Ω) and is clearly closed inH1(Ω). The range ofT |H2(Ω) is H2(Ω) ∩ H1
0 (Ω)

and is clearly closed inH2(Ω). Then LemmaA2 is a simple consequence of LemmaA1. �
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