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A B S T R A C T   

This paper proposes an invariant-domain preserving approximation technique for nonlinear 
conservation systems that is high-order accurate in space and time. The algorithm mixes a high- 
order finite element method with an invariant-domain preserving low-order method that uses the 
closest neighbor stencil. The construction of the flux of the low-order method is based on an idea 
from Abgrall et al. (2017). The mass flux of the low-order and the high-order methods are 
identical on each finite element cell. This allows for mass preserving and invariant-domain pre
serving limiting.   

1. Introduction 

This paper is concerned with the approximation of hyperbolic systems in conservation form using finite elements of degree two and 
higher. In particular, the paper proposes answers the some questions raised over the years 2014 to 2016 in the PhD theses of [1, 
§3.3.2.1] and [2, §4.2.2], where it was observed that the low-order invariant-domain preserving method proposed in [3] was not 
robust with respect to the polynomial degree. Building on ideas developed in [4] (see Propositions 3.1 and 3.2 therein), we propose 
here a variation of the invariant-domain preserving method from [3] that behaves better as the polynomial degree increases. In 
particular, the low-order method is based on the closest neighbor stencil. 

To avoid distracting details regarding boundary conditions, we consider the Cauchy problem posed over a space domain D⊂ Rd and 
a time interval [0,T] with T > 0:  

☆ This material is based upon work supported in part by the National Science Foundation, USA grants DMS2110868, by the Air Force Office of 
Scientific Research, USAF, USA, under grant/contract number FA9550-23-1-0007, and by the Army Research Office, USA under grant/contract 
number W911NF-19-1-0431. The second author is funded by the Swedish Research Council (VR), Sweden under grant number 2021-04620. The 
third author is supported by the European Union-NextGenerationEU , through the National Recovery and Resilience Plan of the Republic of Bulgaria, 
project No BG-RRP-2.004-0008. 

* Corresponding author. 
E-mail address: guermond@tamu.edu (J.-L. Guermond).  

Contents lists available at ScienceDirect 

Computer Methods in Applied Mechanics  
and Engineering 

journal homepage: www.elsevier.com/locate/cma 

https://doi.org/10.1016/j.cma.2023.116470 
Received 27 April 2023; Received in revised form 26 August 2023; Accepted 19 September 2023   

mailto:guermond@tamu.edu
www.sciencedirect.com/science/journal/00457825
https://www.elsevier.com/locate/cma
https://doi.org/10.1016/j.cma.2023.116470
https://doi.org/10.1016/j.cma.2023.116470
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cma.2023.116470&domain=pdf
https://doi.org/10.1016/j.cma.2023.116470


Computer Methods in Applied Mechanics and Engineering 418 (2024) 116470

2

{
∂tu +∇ · f(u) = 0, for (x, t) ∈ D × (0, T),
u(x, 0) = u0(x), for x ∈ D.

(1.1)  

The dependent variable takes values in Rm, m ≥ 1. We assume that (1.1) has an invariant domain A ⊂Rm. This means that if u0 takes 
values in A almost everywhere in D (in the absence of perturbations due to the boundary conditions), then any admissible solution to 
the Cauchy problem also takes values in A almost everywhere in D× (0,T). We assume that f : A →Rm×d is Lipschitz. We say that a 
numerical approximation of (1.1) is invariant-domain preserving if it leaves A globally invariant. 

There is a vast literature on finite volume and discontinuous Galerkin methods describing techniques that are third- and higher- 
order accurate in space and are invariant-domain preserving (see e.g., [5–7] for the finite volume literature, and [8–10] for the 
discontinuous Galerkin literature). By comparison, the continuous finite element literature on this topic is sparse. The objective of this 
paper is to propose some solutions to fill this gap. Some of the arguments presented in this paper find their root in [4] and have some 
similarities with the residual distribution method developed in [11–13], [14]. 

Our starting point is the technique described in the following series of papers [3,15], [16–18]. The main idea behind [3,15–17] 
consists of combining two methods in the spirit of the flux transport corrected methodology of [19,20] (see also [21,22], and the 
literature therein for other finite element extensions on this idea): A low-order method that is invariant-domain preserving serves as 
gate keeper to limit a high-order method which may not be invariant-domain preserving but is somewhat entropy consistent. One 
important property of most of the methods mentioned above is that they do not have theoretical upper limits on the polynomial degree 
of the space approximation to be invariant-domain preserving. In principle, the method from [3,15–17] can be implemented with any 
polynomial degree. This is indeed true, but as observed in the PhD theses of [1, §3.3.2.1] and [2, §4.2.2], the low-order invariant- 
domain preserving method, which is the gate keeper of the technique, is not robust with respect to the polynomial degree; more 
precisely, the CFL number that is required to maintain the invariant-domain property decreases very fast as the polynomial degree 
increases, and the method becomes more and more diffusive as the polynomial degree increases. This phenomenon is also reported in 
[23, §3.3]. It is also shown in Quezada De Luna [2, S4.2.2] and Anderson et al. [23, §3.3] that Bernstein finite elements behave far 
better than Lagrange elements in this respect. We have worked on this problem since the observations made in Alrashed [1] and 
Quezada De Luna [2]. It was clear from the start that a hierarchical decomposition of the space approximation had to be done, but the 
main roadblock on the way that made progresses slow was to have the low-order method and the high-order method to carry exactly 
the same mass. A solution to this problem for fourth-order finite differences is proposed in [24]. It is shown therein that the high-order 
fluxes can be recombined in a conservative manner on the low-order stencil. Building on an original idea from [4], we have found a 
reasonable solution to the conservation problem for finite elements in 2019, and it is the objective of this paper to expose this solution. 
In addition to have the stencil of the low-order method only depend on the next neighbors, the key idea is to slightly modify the fluxes 
of the low-order method so that it carries exactly the same mass as the high-order method while still being conservative and consistent 
(in the spirit of the so-called residual distribution technique by [4]). The proposed technique is robust with respect to the polynomial 
degree and is exactly mass preserving on patches. 

The paper is organized as follows. We describe the low-order and the high-order space approximation setting in Section 2. The 
method that is high-order accurate in space is described in Section 3. The low-order method is described in Section 4. The limiting 
operation ensuring that the method combining the high-order approximation and the low-order one is invariant-domain preserving is 
described in Section 5. The proposed approach involves a node-based limiting and a cell-based limiting. The method is numerically 
illustrated in Section 6. Technicalities are collected in the Appendices A to C. 

2. Space approximation 

The goal of this section is to describe the setting for the space approximation. We restrict ourselves to continuous finite elements. 
We denote by Pk and Qk the (real) vector spaces composed of the d-variate polynomials of degree at most k and of partial degree at 
most k, respectively. 

2.1. Motivation 

One important property of the finite-element-based invariant-domain preserving low-order technique introduced in [3,15,16] is 
that nowhere in the theory there is a theoretical upper limit on the polynomial degree. In principle, the method can be implemented 
with any polynomial degree. But as observed in the theses of [1, §3.3.2.1] and [2, §4.2.2], the low-order invariant-domain preserving 
method is not robust with respect to the polynomial degree. The key reason is that the size of the stencil of the method grows with the 
polynomial degree. This in turn makes the CFL number that is required to maintain the invariant-domain property decrease as the 
polynomial degree increases, and the method becomes more and more diffusive. This phenomenon is numerically illustrated in Fig. 4 
in Section 4.1. The purpose of the paper is to introduce a hierarchical decomposition of the space approximation to address this 
problem akin to what is done in [4,8,13,25]. We focus in this paper on continuous Lagrange finite elements. 

2.2. High-order finite element setting 

Using Ciarlet’s notation, we consider a (high-order) reference Lagrange or Bernstein finite element (K̂, P̂H, Σ̂H). The superscript H is 
meant to remind us that the vector space P̂H is composed of high-order polynomials. The shape functions of the reference element (K̂,
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P̂H, Σ̂H) are denoted {θ̂H
n }n∈N̂

. When {θ̂H
n }n∈N̂ 

are Lagrange shape functions, the corresponding reference Lagrange nodes are denoted 

{ân}n∈N̂ 
(here N̂ is the index set enumerating the reference shape functions). When {θ̂H

n }n∈N̂ 
are Bernstein shape functions, the 

domain nodes are denoted {ân}n∈N̂
. Recall that dimP̂H = card(N̂ ). 

Let (T h)h∈H be a shape-regular sequence of matching meshes, where H is a countable set with 0 as unique accumulation point; the 
index h refers to the typical meshsize of the cells in T h. We then introduce the continuous high-order finite element space  

PH(T h) :=
{

v ∈ C0(D;R)
⃒
⃒v|K ∘ TK ∈ P̂H, ∀K ∈ T h

}
, (2.1)  

where TK : K̂→K is the bijective geometric transformation that maps the reference element K̂ to the current element K. For the sake of 
simplicity, we assume in the entire paper that the geometric transformations are affine. The high-order approximation in space of the 
solution of (1.1) will be done with the space PH(T h) := (PH(T h))

m. The global shape functions in PH(T h) are denoted by {φH
i }i∈V . 

Recall that these functions form a basis of PH(T h), i.e., dim(PH(T h)) = card(V ). We denote by j : T h × N̂ ⟶V the connectivity 
array, which we recall is defined such that  

φH
i|K :=

{
θ̂H

n ∘ T− 1
K if there exists(n,K) ∈ N̂ × T hs.t.i = j(n,K)

0 otherwise.
(2.2)  

For all i ∈ V and all K ∈ T h, we set  

I (i) :=
{

j ∈ V

⃒
⃒
⃒φH

i φH
j ⁄ ≡ 0

}
, I (K) :=

{
i ∈ V

⃒
⃒
⃒φH

i|K ⁄ ≡ 0
}
, (2.3a)  

T (i) :=
{

K ∈ T h

⃒
⃒
⃒φH

i|K ⁄ ≡ 0
}
. (2.3b)  

We refer to I (i) as the stencil of the shape function φH
i . We introduce the nodes {ai}i∈V in D such that ai = TK(ân) for all K ∈ T (i), 

where n ∈ N̂ is such that i = j(n,K). Recall that φH
j (ai) = δij. 

Finally, for all i ∈ V and all K ∈ T (i), we define the following quantities which play an important role in the rest of the paper:  

mij :=

∫

D
φH

i (x)φ
H
j (x) dx, cH

ij :=

∫

K
φH

j ∇φH
i dx, (2.4a)  

mj :=
∑

i∈V

mij =

∫

D
φH

j (x) dx,mK
j :=

∫

K
φH

j (x) dx. (2.4b) 

Assumption 2.1. For all i ∈ V we have mi ≥ 0. 

Notice that Assumption 2.1 holds if mK̂
n :=

∫

K̂ θ̂H
n dx ≥ 0 for all n ∈ N̂ . In particular, this property holds for Lagrange finite elements 

on triangles up to degree 3 in two dimensions. It holds for all the Lagrange finite elements on quadrangles and hexahedrons. It holds for 
all Bernstein finite elements. 

2.3. Multiscale structure 

We now assume for simplicity that the reference element can be subdivided into sub-cells by connecting the reference Lagrange (or 
domain) points {ân}n∈N̂ 

so that each sub-cell contains exactly the same number of Lagrange (or domain) points. Let {Ŝl}l∈L̂ 
be the 

enumerated collection of sub-cells in question, and let us denote T s
K̂ := {Ŝl}l∈L̂ 

the sub-mesh of K̂ thus formed (here L̂ is the index set 
corresponding to the enumeration in question). The superscript s is meant to remind us that we are dealing with subdivided entities 
(cells or degrees of freedom). For all l ∈ L̂ , we introduce the index set N̂ l ⊊ N̂ so that {ân}n∈N̂ l 

is the set of the reference Lagrange (or 

domain) points that belong to Ŝl. 
To make the above construction more precise, we assume that there exists a reference cell Ŝ so that for each sub-cell Ŝl ∈ T s

K̂ there 

Fig. 1. Let K ∈ T h and Sl ∈ T s
K . TŜl 

maps the reference element Ŝ to Ŝl⊂K̂. TK|Ŝl 
(restriction of TK to Ŝl) maps Ŝl to Sl⊂K. Then TSl := TK|Ŝl

∘ TŜl
.  
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exists an affine geometric transformations TŜl 
so that ̂Sl = TŜl

(Ŝ); see Fig. 1. (It happens in general that ̂S = K̂, but this is not necessary; 
for instance, one could subdivide the unit square into triangles. See [14] where mixed subdivisions are considered.) We finally assume 
that there exists a set of points in Ŝ, say {ẑns}ns∈N̂ s , so that for all n ∈ N̂ there exist l ∈ L̂ and ns ∈ N̂ s so that ân = TŜl

(ẑns ). We 

formalize this property by introducing the reference hierarchical connectivity array ̂j : N̂ s × L̂ →N̂ such that TŜl
(ẑns ) = â ĵ(ns ,l) for all 

ns ∈ N̂ s and all l ∈ L̂ . In this paper we adopt the increasing vertex-index enumeration; that is, (n1 ≤ n2)⇔ (̂j(n1, l) ≤ ĵ(n2, l)) for all 
n1, n2 ∈ N̂ s and all l ∈ L̂ . We finally assume that the above construction satisfies the following property: 

Assumption 2.2. There exists a polynomial space P̂L and a set of linear forms Σ̂L such that P1⊂P̂L and (Ŝ, P̂L, Σ̂L) is a Lagrange finite 
element based on the Lagrange nodes {ẑns}ns∈N̂ s , i.e., σ̂ns (p̂) = p̂(ẑns ), for all σ̂ns ∈ Σ̂L. We denote by {θ̂L

ns}ns∈N̂ s the corresponding 
reference shape functions. 

This assumption means that the cells obtained after subdivision allow for piecewise linear interpolation. 
Examples of subdivisions and enumerations for the unit simplex in two dimensions are shown in Fig. 2. For instance, for the 

triangular P3 finite element shown in the rightmost panel of Fig. 2 we have ̂j(1,1) = 1, ̂j(2,1) = 6, ̂j(3,1) = 8, and ̂j(1,3) = 8, ̂j(2,3) =

9, ̂j(3,3) = 10. The arrays ̂j for P2 and P3 finite elements in two dimensions are given in Table 8. (Notice that we do not impose any 
restriction on the sign of the determinant of the geometric transformations TŜl

, l ∈ L̂ .) 

2.4. Low-order finite element space 

All the mesh cells K in T h are subdivided as explained Section 2.3; i.e., all the sub-cells of K are images by TK of the sub-cells 
{Ŝl}l∈L̂

. The collection of the sub-cells of K (see Fig. 3) is denoted  

T
s
K := {TK(Ŝl)}l∈L̂

. (2.5)  

We denote by T s
h the mesh obtained by subdividing all the cells. The subdivision process guarantees that the sequence (T s

h)h∈H is 
shape-regular. Referring to Fig. 1 for an illustration, we introduce the following notation for all Sl ∈ T s

K:  

TSl := TK|Ŝl
∘ TŜl

. (2.6) 

Recalling that (Ŝ, P̂L, Σ̂L) is a Lagrange finite element (see Assumption 2.2), we define the corresponding low-order Lagrange finite 
element space  

PL( T s
h

)
:=
{

v ∈ C0(D;R)
⃒
⃒v|S ∘ TS ∈ P̂L, ∀S ∈ T

s
h

}
. (2.7)  

We introduce the connectivity array jL : N̂ s × T s
h→V defined by setting  

jL(ns, Sl) := j(̂j(ns, l),K), (2.8)  

for all ns ∈ N̂ s, all K ∈ T h, and all Sl ∈ T s
K. We denote by {φL

i }i∈V the global Lagrange shape functions of PL(T s
h). The enumeration is 

done so that  

φL
i|S :=

{
θ̂L

ns ∘ T− 1
S if there exists(ns, S) ∈ N̂ × T

s
hs.t.i = jL(ns, S)

0 otherwise.
(2.9) 

Lemma 2.3. For all i, j ∈ V , we have φL
i (aj) = φH

i (aj) = δij. 

Proof. This is a consequence of (2.2), (2.8), and (2.9). □ 

We are going to make use of the following notation for all T ∈ T s
h, all i ∈ V and all K ∈ T (i):  

Fig. 2. Degrees of freedom (black dots) and sub-triangle enumeration (circled numbers) for two-dimensional P1, P2, and P3 Lagrange elements.  
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I L(i) :=
{

j ∈ V

⃒
⃒
⃒φL

i φL
j ⁄ ≡ 0

}
, I L(S) :=

{
i ∈ V

⃒
⃒
⃒φL

i|S ⁄ ≡ 0
}
, (2.10a)  

T
s
K,i :=

{
S ∈ T

s
K

⃒
⃒
⃒φL

i|S ⁄ ≡ 0
}
. (2.10b)  

Notice that I L(S) = jL(N̂ s, S) and T s
K,i = {S ∈ T s

K
⃒
⃒∃ns ∈ N̂ s, jL(ns,S) = i}. The notation introduced above is illustrated in Fig. 3. 

For all K ∈ T h and S ∈ T s
K, we set PH

K := {p̂ ∘ T− 1
K
⃒
⃒p̂ ∈ P̂H} and PL

S := {p̂ ∘ T− 1
S
⃒
⃒p̂ ∈ P̂L}. We then define the local low-order Lagrange 

interpolation operator ΠL
S : PH

K →PL
S as follows:  

ΠL
S

(
uh|K
)
=
∑

ns∈N̂ s

UjL(ns ,S)φL
jL(ns ,S)|S, ∀uh :=

∑

i∈V

UiφH
i ∈ PH(T h). (2.11)  

Then we define the corresponding global low-order Lagrange interpolation operator ΠL
h : PH(T h)→PL(T s

h) by ΠL
h(uh)|S := ΠL

S(uh|K) for 
all K ∈ T h and all S ∈ T s

K. Notice that (2.9) implies that  

ΠL
h (uh) =

∑

i∈V

UiφL
i , ∀uh :=

∑

i∈V

UiφH
i ∈ PH(T h). (2.12)  

3. High-order method 

For completeness, we introduce in this section the high-order approximation of (1.1). No originality is claimed here for we 
essentially paraphrase [3, §3.2]. The low-order method is introduced in Section 4. 

3.1. High-order update 

To properly describe the forward Euler time stepping technique, we denote by tn the current time level, n ∈ N, and let τn be the 
current time step; i.e., tn+1 = tn + τn. The time step may vary at each time level, but to simplify the (already heavy) notation we are 
going to drop the super-index n and use the symbol τ for the time step. We denote by un

h :=
∑

i∈V Un
i φH

i ∈ PH(T h) the high-order 
approximation of (1.1) at tn, and by induction, we assume Un

i ∈ A for all i ∈ V . We now briefly describe a way to create a high- 
order update uH,n+1

h :=
∑

i∈V U
H,n+1
i φH

i ∈ PH(T h) at the time level tn+1 using the forward Euler method. 
Our first task is to construct a high-order approximation of ∇ · f(u). When using finite elements it is natural to consider the Galerkin 

Fig. 3. Left panel: Definition of T (i) (shaded cells). Center panel: Definition of T s
K (shaded sub-cells). Right panel: Definition of T s

K,i (shaded 
sub-cells). 

Fig. 4. Loss of robustness of the low-order solution w.r.t. the polynomial degree when using the full high-order stencil. Left: P1, 1927 nodes; center: 
P2, 1945 nodes; Right: P3, 1888 nodes. 
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approximation thereof; that is, for all i ∈ V one computes 
∫

D∇ ·(f(un
h))φ

H
i dx using an appropriate quadrature. The problem with this 

expression is that although the values {Un
i }i∈V are in A (by the induction assumption), there is no guarantee that un

h(x) is in A for all x 
in D (or at least for all the quadrature points of the quadrature approximating the integral. Recall that it is imperative that un

h(x) ∈ A for 
f(un

h(x)) to make sense.) Notice that un
h(x) ∈ A for all x ∈ D for P1, Q1, and Bernstein finite elements, but this is not the case when using 

Lagrange elements of degree two and higher. We solve this difficulty as in [3, Eq. (3.7)] by using the Lagrange interpolant of the flux. 
Let ΠH

h : C0(D;R)→PH(T h) be the Lagrange interpolation operator. With an obvious abuse of notation, we have ΠH
h (f(u

n
h)) :=∑

i∈V f(un
h(ai))φH

i . For Lagrange elements we have un
h(ai) = Un

i , and in this case  

ΠH
h

(
f
(
un

h

))
:=
∑

i∈V

f
(
Un

i

)
φH

i . (3.1)  

For Bernstein elements we have un
h(ai) = Un

i + O (h2). In this case (3.1) is no longer an identity by a second order approximation. The 
method has to be modified for higher-order Bernstein polynomials by invoking a change of basis. We omit the details to keep the 
presentation simple. The simulations reported in the paper are done only for P2 Bernstein elements. The term 

∫

D∇ · (f(u))φH
i dx is then 

approximated by 
∫

D∇ ·(ΠH
h (f(u

n
h)))φ

H
i dx. Recalling the definition of cH

ij in (2.4a), the approximation takes the following form: 
∑

j∈V f(Un
j )cH

ij (recall that f(Un
j ) is a m × d matrix and cH

ij is d × 1 column vector). 

Recalling that uH,n+1
h =

∑
i∈V U

H,n+1
i φH

i and using the forward Euler technique for the time approximation, we define the high-order 
approximation of (1.1) by  

∑

j∈V

mij
U

H,n+1
j − Un

j

τ = −
∑

j∈I (i)

f
(
Un

j

)
cH

ij +
∑

j∈I L(i)

dH,n
ij

(
Un

j − Un
i

)
. (3.2)  

The term dH,n
ij is some high-order graph viscosity that can be defined in many ways. It could be based on a smoothness indicator like in 

[26, Eq. (12)], [27, p. 6], [28, Thm. 4.1], [29, §4.3], [18, §6.2], or it could be based on an entropy viscosity commutator like in [17, 
§6.4]. The exact definition of dH,n

ij does not really matter at the moment provided it induces a high-order perturbation of (1.1) and 

satisfies dH,n
ij = dH,n

ji ≥ 0. That is to say, we assume that the term 
∑

j∈I L(i)d
H,n
ij (Un

j − Un
i ) is of the same order as the consistency error of 

the approximation of the flux when the solution is smooth. Notice that in (3.2) we insists on the connectivity of dH,n
ij to be that of the 

low-order approximation, i.e., the summation is done over the low-order stencil I L(i) instead of the high-order stencil I (i). The way 
dH,n

ij is computed in the numerical simulations reported at the end of the paper is explained in Section 6.1. The following result clarifies 
the conservation properties of the high-order method. 

Lemma 3.1. The scheme (3.2) has the following conservation property:  
∫

D
uH,n+1

h dx =

∫

D
un

h dx − τ
∫

D
∇ ·
(
ΠH

h

(
f
(
un

h

)))
dx. (3.3)  

Proof. Notice that 
∑

i,j∈V mijU
H,n+1
j =

∫

D
∑

j∈V U
H,n+1
j φH

j dx =
∫

DuH,n+1
h dx and 

∑
i,j∈V mijU

n
j =

∫

Dun
h dx. Moreover using 

∑
i∈V

∑
j∈I L(i) =

∑
j∈V

∑
i∈I L(j) and dH,n

ij = dH,n
ji , we have  

∑

i∈V

∑

j∈I L(i)

dH,n
ij

(
Un

j − Un
i

)
=
∑

i∈V

∑

j∈I L(i)

dH,n
ij Un

j −
∑

i∈V

∑

j∈I L(i)

dH,n
ji Un

i = 0.

Summing (3.2) over i ∈ V gives the assertion. □ 

4. Low-order method 

We introduce in this section the low-order method that will be used as reference for limiting the high-order method. The low-order 
solution is approximated in space using the Lagrange finite element space PL(T s

h). 

4.1. Motivation 

Since the technique described in [3, Eq (3.9)] is a priori independent of the polynomial degree of the approximation space PH(T h), 
we can in principle define the low-order update in PH(T h) as follows:  

mi
U

H,n+1
i − Un

i

τ = −
∑

j∈I (i)

f
(
Uj
)
cH

ij +
∑

j∈I (i)

dL,n
ij

(
Un

j − Un
i

)
, (4.1)  

where the stencil for the low-order viscosity dL,n
ij in (4.1) is I (i), i.e., the summation is done over j ∈ I (i) instead of j ∈ I L(i). A 

definition of dL,n
ij that makes the method invariant-domain preserving is  
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dL,n
ij := max

(
λmax

(
nij,U

n
i ,U

n
j

)⃦
⃦
⃦cH

ij

⃦
⃦
⃦

ℓ2
, λmax

(
nji,U

n
j ,U

n
i

)⃦
⃦cji

H
⃦
⃦

ℓ2

)
, (4.2)  

where λmax(nij,U
n
i ,U

n
j ) is any upper bound on the maximum wave speed in the Riemann problem ∂tv+ ∂x(f(v)nij) = 0, where nij :=

cH
ij /
⃦
⃦
⃦cH

ij

⃦
⃦
⃦, with left and right data Un

i and Un
j respectively (see e.g., [3, Eq (3.16)]). Using ideas, now classical, from [30, p. 163], [31], 

[32, p. 375], and [33, §5], it is established in [3, Th,. 4.1] and [18, Thm. 3.6] that using (4.2) yields a low-order method that is 
invariant-domain preserving (see Theorem 4.4 for a more precise statement). 

As observed in the PhD theses of [1, §3.3.2.1] and [2, §4.2.2], the above scheme is not robust with the polynomial degree. This 
phenomenon is also reported [25, Tab. 1] and [8, Fig. 1]. To illustrate this observation we show in Fig. 4 the results of three two- 
dimensional simulations using the low-order method (4.1) with P1, P2 and P3 Lagrange finite elements on nonuniform triangular 
meshes. The problem solved is the linear transport equation ∂tu + β · ∇u = 0 with the divergence-free velocity β(x, t) = cos(πt)( − sin 
(2πx2)sin2(πx1)e1 + sin(2πx1)sin2(πx2)e2). The initial data is u0(x) = 28(x1(1 − x1)x2(1 − x2))

2sin(2πx1)sin(2πx2). The solution is 
periodic in time with period 1. Fig. 4 shows that graph of the low-order approximation at t = 1. The total number of degrees of freedom 
is approximately the same for the three cases to make the comparison fair (1927 for P1, 1945 for P2, and 1888 for P3). We observe that 
the quality of the approximation deteriorates as the polynomial degree of the approximation increases. (One can verify though that the 
asymptotic convergence rates are identical, see Section 6.2.) The reason for this behavior is that the cardinality of the high-order stencil 
I (i) used in (4.1) increases with the polynomial degree; actually, card(I (i)) ∼ kd where k is the polynomial degree and d is the space 
dimension. 

The purpose of the rest of this section is to introduce a low-order method that relies only on the next neighbors to be invariant- 
domain preserving; that is, we are going to construct a low-order flux based on the stencil I L(i) instead of I (i). The main diffi
culty in this exercise is to make sure that the low-order solution somehow carries the same mass as the high-order one. 

4.2. Reducing the stencil to next neighbors 

We are going to use an idea introduced in [4, Prop. 3.1]. Recall the low-order Lagrange interpolation operator ΠL
S : PH

K →PL
S 

introduced in (2.11). Let us define P̂H := (P̂H)
d. We assume in the rest of the paper that the finite element setting described in Section 2 

satisfies the following assumption. 

Assumption 4.1. (i) For all K ∈ T h, there exists a collection of real numbers {βS}S∈T s
K 

such that the following holds true for 
every p ∈ PH

K := {p̂ ∘ T− 1
K
⃒
⃒p̂ ∈ P̂H}:  

∫

K
∇ · p dx =

∑

S∈T s
K

βS
∫

S
∇ ·
(
ΠL

S (p)
)

dx. (4.3)    

(ii) For all K ∈ T h and all S ∈ T s
K, there exists a set of real numbers {αS

j }j∈I L(S) such that the following identities holds:  

∀j ∈ I (K),
∑

S∈T s
K,j

αS
j = 1, ∀S ∈ T

s
K ,

∑

j∈I L(S)

αS
j mK

j = βS|S|. (4.4)  

The existence of the coefficients {βS}S∈T s
K 

so that (4.3) holds true in dimensions 2 and 3 is established in [4, Prop. 3.1] and 
[4, Prop. 3.2]. The existence of the coefficients {αS

j }j∈I L(S) so that identities (4.4) holds true is established in the Appendices B, C 
for various finite elements. It is also shown in Lemmas A.1,A.2 that it suffices that (4.3) and (4.4) hold on the reference element 
for these properties to hold for every mesh cell K in T h if the mesh is affine. 

We now want to approximate 
∫

D∇ ·(f(uh))φH
i dx with the restriction that the approximation in question involves only the next 

neighbors of the Lagrange point ai, i.e., we want to involve only the sub-cells in 
⋃

K∈T (i)T
s
K,i. Recalling that ΠL

h is the low-order 
Lagrange interpolation operator introduced in Section 3.1, we now consider ΠL

h(f(uh)) :=
∑

i∈V f(uh)(ai)φL
i . (Notice in passing that 

ΠL
h(f(uh)) =

∑
i∈V f(Ui)φL

i because f(uh)(ai) = f(uh(ai)) = f(Ui).) Since ΠL
h(f(uh)) is a second-order approximation of f(uh), ∇

·(ΠL
h(f(uh))) is a first-order approximation of ∇ ·(f(uh)). Since for every cell K in T (i) and every sub-cell S in T s

K,i, the quantity 1
|S|
∫

S∇

·(f(uh)) dx is an acceptable first-order approximation of ∇·(f(uh))(ai), it is also the case of 1
|S|
∫

S∇ ·(ΠL
h(f(uh))) dx. Then recalling that 

∑
S∈T s

K,i
αS

i = 1, we also have  

∇·(f(uh))(ai) =
∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx + O (h). (4.5)  

Since the object of interest is 
∫

D∇ · (f(u))φH
i dx, and up to a quadrature based on the Lagrange points we have 

∫

D∇ · (f(u))φH
i dx ≈

(∑
K∈T (i)mK

i

)
∇ · (f(u))(ai), we finally infer that  

J.-L. Guermond et al.                                                                                                                                                                                                 



Computer Methods in Applied Mechanics and Engineering 418 (2024) 116470

8

∫

D
∇ ·(f(uh))φH

i dx =
∑

K∈T (i)

mK
i

∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx + O (h). (4.6) 

Proposition 4.2. For every i ∈ V , the approximations (4.5) and (4.6) are exact if f is linear and uh is linear over the patch composed of 
the cells in T (i). 

Proof. Let i ∈ V and S ∈ T s
K,i. Then ΠL

h(f(uh))|S =
∑

j∈I L(S)f(uh(aj))φL
j|S = f(

∑
j∈I L(S)uh(aj)φL

j )|S by linearity of f. Since uh is linear 
over K, uh is also linear over S⊂K; hence, 

∑
j∈I L(S)uh(aj)φH

j|S = uh|S. This means that ΠL
h(f(uh))|S = f(uh)|S. Then ∇ · (ΠL

h(f(uh)))|S = ∇

· (f(uh))|S and ∇ · (ΠL
h(f(uh)))|S = ∇ · (f(uh))|K because f is linear and uh|K is linear. Hence,  

∑

K∈T (i)

mK
i

∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx =
∑

K∈T (i)

mK
i (∇ ·(f(uh)))|K

∑

S∈T s
K,i

αS
i

=
∑

K∈T (i)

(∇ ·(f(uh)))|K

∫

K
φL

i dx =

∫

D
∇ ·(f(uh))φL

i dx  

This concludes the proof. □ Remark 4.3. (Second-order Accuracy) Proposition 4.2 shows that the approximation (4.6) is 
actually formally second-order accurate in space since it is exact when uh is piecewise linear (and continuous over D) and f is linear. 

4.3. Low-order update 

Recalling that {φL
j }j∈V are the low-order Lagrange shape functions, we introduce the following quantity cL

ij to simplify the notation: 

cL
ij :=

∑

K∈T (i)

mK
i

∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇φL

j dx. (4.7)  

This definition implies that  
∑

K∈T (i)

mK
i

∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx =
∑

j∈I L(i)

f
(
Un

j

)
cL

ij . (4.8) 

The low-order update is constructed in the high-order space PH
h (T h), i.e., we set uL,n+1

h =
∑

i∈V U
L,n+1
i φH

i . Using the heuristics (4.6), 
we compute the low-order coefficients (Ui)i∈V as follows:  

mi
U

L,n+1
i − Un

i

τ = −
∑

j∈I L(i)

f
(
Un

j

)
cL

ij +
∑

j∈I L(i)

dL,n
ij

(
Un

j − Un
i

)
. (4.9) 

This expression has the same form as in [3, Eq (3.9)]. Here dL,n
ij is the graph viscosity coefficient; the purpose of the graph viscosity is 

to make the method invariant-domain preserving. Let λmax(nij,U
n
i ,U

n
j ) be any upper bound on the maximum wave speed in the Riemann 

problem ∂tv + ∂x(f(v)nij) = 0 with left and right data Un
i and Un

j respectively, where nij := cL
ij/

⃦
⃦
⃦cL

ij

⃦
⃦
⃦. 

Theorem 4.4. (Local invariance) Let n ≥ 0 and let i ∈ V . Assume that  

dL,n
ij := max

(
λmax

(
nij,U

n
i ,U

n
j

)⃦
⃦
⃦cL

ij

⃦
⃦
⃦

ℓ2
, λmax

(
nji,U

n
j ,U

n
i

)⃦
⃦
⃦cL

ji

⃦
⃦
⃦

ℓ2

)
. (4.10)  

Let B be any convex subset of A that is invariant for (1.1). Assume that τ satisfies the CFL condition 1 ≥ 2τ
∑

j∈I L(i)\{i}
dn

ij
mi 

and Un
j ⊂ B for all j ∈

I L(i). Then Un+1
i ∈ B . Proof. See [3, Th,. 4.1] and [18, Thm. 3.6]. □ 

4.4. Conservation 

One important property of the approximation (4.6) is that it mimics the identity 
∑

i∈I (K)
∫

K∇ · (f(u))φH
i dx =

∫

K∇ · (f(u)) dx, which 
we recall is a consequence of the partition of unity. More precisely, we have the following result. 

Lemma 4.5. (Local conservation) Let Assumption 4.1 be met. The following holds true for all uh ∈ PH(T h):  
∑

i∈I (K)

mK
i

∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx =

∫

K
∇ ·
(
ΠH

h f(uh)
)

dx. (4.11)  

Proof. By rearranging the summations and using (4.3) and (4.4), we obtain  
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∑

i∈I (K)

mK
i

∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx

=
∑

S∈T s
K

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx
∑

i∈I (S)

mK
i αS

i

=
∑

S∈T s
K

βS
∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx =

∫

K
∇ ·
(
ΠH

h (f(uh))
)

dx. □  

Lemma 4.5 shows that the low-order flux and the high-order flux produce the same change of mass over each mesh cell in T h, just 
like for the residual distribution scheme described in [4] (see comment after Thm. 2.1 therein). 

Contrary to the method proposed in [3], conservation in (4.9) does not arise from skew-symmetry properties. The graph viscosity 
still has the skew-symmetry property: dL,n

ij (Un
j − Un

i ) = − dL,n
ji (Un

i − Un
j ) because dL,n

ij = dL,n
ji , but this is no longer the case for the flux 

terms (f(Un
j ) + f(Un

i ))cL
ij because cL

ij ∕= cL
ji. The key reason for the loss of skew-symmetry is that the flux in (4.9) is approximated by using 

the low-order Lagrange basis functions, {φL
j }j∈V , (i.e., ΠL

h(f(uh)) =
∑

i∈V f(Ui)φL
i ). 

Theorem 4.6. (Conservation) Let Assumption 4.1 be met. The following conservation property holds for the low-order scheme (4.9):  
∫

D
uL,n+1

h dx =

∫

D
un

h dx − τ
∫

D
∇ ·
(
ΠH

h

(
f
(
un

h

)))
dx. (4.12)  

Proof. Summing (4.9) over i ∈ V and using that dL,n
ij = dL,n

ji , we obtain  

∑

i∈V

mi

τ U
L,n+1
i =

∑

i∈V

mi

τ Un
i −

∑

K∈T h

mK
i

∑

S∈T s
K,i

αS
i

1
|S|

∫

S
∇ ·
(
ΠL

h (f(uh))
)

dx +
∑

i∈V

∑

j∈V \{i}

dL,n
ij Un

j −
∑

i∈V

∑

j∈V \{i}

dL,n
ji Un

i .

Then invoking (4.11) from Lemma 4.5 (since Assumption 4.1 holds), we obtain  
∑

i∈V

mi

τ U
L,n+1
i =

∑

i∈V

mi

τ U
L,n
i −

∑

K∈T h

∫

K
∇ ·
(
ΠH

h (f(uh))
)

dx.

After observing that 
∑

i∈V miU
L,n+1
i =

∑
i∈V

∫

DφH
i U

L,n+1
i dx =

∫

Dun+1
h dx and 

∑
i∈V miU

n
i =

∫

Dun
h dx, the assertion follows readily.  

□ Remark 4.7. (Local Conservation) A local form of conservation making (4.12) more precise can be established by using the 
residual distribution technique discussed in [14,34]. 

5. Limiting 

We describe in this section a limiting technique that guarantees that, once limited, the high-order update is invariant-domain 
preserving. 

5.1. Maintaining conservation 

Let B ⊂A be any convex set in the phase space. We recall that a function Ψ : B →R is said to be quasiconcave if for all finite sets 
{θj}j∈J , {Uj}j∈J with θj ∈ [0,1], 

∑
j∈J θj = 1 and Uj ∈ B for all j ∈ J , the following holds: Ψ(

∑
j∈J θjUj) ≥ minj∈J Ψ(Uj). Let i ∈ V and 

let Ψ i : B →R be a quasiconcave continuous function that is such that Ψ i(U
L,n+1
i ) ≥ 0. Ways to construct quasiconcave functions 

satisfying this property are explained in [17, § 4] and [18, § 7.2] (including bound relaxation). Our goal is to correct the high-order 
update UH,n+1

i by applying a limiting technique so that once limited the update Un+1
i satisfies Ψ i(U

n+1
i ) ≥ 0 as well. We explain in this 

section how this can be done while maintaining conservation. 
In the spirit of the flux transport corrected literature, we proceed as in [20, §II] (see also [21,22], and [17,18]) by subtracting the 

low-order update (4.9) from the high-order update (3.2). We obtain  

miU
H,n+1
i = miU

L,n+1
i −

∑

j∈I (i)

τf
(
Un

j

)
cH

ij +
∑

j∈I L(i)

τf
(
Un

j

)
cL

ij +
∑

j∈I L(i)

An
ij +

∑

j∈I (i)

C
n
ij, (5.1a)  

An
ij := τ

(
dH,n

ij − dL,n
ij
)(

Un
j − Un

i

)
, (5.1b)  

C
n
ij :=

(
miδij − mij

)(
U

H,n+1
j − U

H,n+1
i −

(
Un

j − Un
i

))
. (5.1c)  

We observe that An
ij = − An

ji and Cn
ij = − Cn

ji which are important property to maintain mass conservation. From now on we extend the 
definition of An

ij to all j ∈ I (i) by setting An
ij := 0 if j⁄ ∈ I L(i), and we define  
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Dn
ij := An

ij + C
n
ij, ∀j ∈ I (i). (5.2) 

The key difference between the present setting and that in [17,18] is that the high-order flux 
∑

j∈I (i)f(U
n
j )cH

ij and the low-order flux 
∑

j∈I L(i)f(U
n
j )cL

ij do not cancel each other (unless PH(T h) = PL(T s
h)). Actually, we have  

− τ
∑

j∈I (i)

f
(
Un

j

)
cH

ij + τ
∑

j∈I L(i)

f
(
Un

j

)
cL

ij =
∑

K∈T (i)

Bn
i,K . (5.3)  

with  

Bn
i,K := − τ

∫

K
∇ ·
(
ΠH

h

(
f
(
un

h

)))
φH

i dx + τmK
i

∑

T∈T s
K,i

αS
i

|S|

∫

S
∇ ·
(
ΠL

h

(
f
(
un

h

)))
dx. (5.4) 

The following result tells us how limiting should be done to keep the method cell-wise conservative. 

Lemma 5.1. Let K ∈ T h and let ℓK ∈ [0, 1]. Let i ∈ V and j ∈ I (i), and let ℓij ∈ [0,1] with the assumption that ℓij = ℓji. Let Un+1
i be 

defined by  

miU
n+1
i = miU

L,n+1
i +

∑

j∈I (i)\{i}

ℓijD
n
ij +

∑

K∈T (i)

ℓKBn
i,K . (5.5)  

Then un+1
h and uL,n+1

h carry the same mass, i.e., 
∫

Dun+1
h dx =

∫

DuL,n+1
h dx. Proof. Summing (5.5) over i ∈ V , we obtain  

∫

D
un+1

h dx =

∫

D
uL,n+1

h dx +
∑

i∈V

∑

j∈I (i)

ℓijD
n
ij +

∑

i∈V

∑

K∈T (i)

ℓKBn
i,K .

Since Dn
ij = − Dn

ji and ℓij = ℓji, we have 
∑

i∈V

∑
j∈I (i)ℓijD

n
ij = 0. For the second term on the right-hand side R :=

∑
i∈V

∑
K∈T (i)ℓKBn

i,K we 
have  

− τ− 1R =
∑

K∈T h

ℓK

∑

i∈I (K)

− τ− 1Bn
i,K

=
∑

K∈T h

ℓK

⎡

⎣
∫

K
∇ ·
(
ΠH

h

(
f
(
un

h

)))
dx −

∑

i∈I (K)

mK
i

∑

S∈T s
K,i

αS
i

|S|

∫

S
∇ ·
(
ΠL

h

(
f
(
un

h

)))
dx

⎤

⎦.

Then using (4.11) we obtain R = 0. The conclusion follows readily. □ We now show how the degree of freedom limiters ℓij and 
cell limiters ℓK can be estimated so that the update defined in (5.5) satisfies Ψ i(U

n+1) ≥ 0. We consider two cases. We assume that Ψ is 
affine in the first one, then we address the general situation in the second case. 

5.2. Affine functionals 

Let us consider the simple case when Ψ i is affine; that is, let us assume that there exist Ji ∈ Rm and bi ∈ R, s.t. Ψ i(V) = Ji ·V+ bi. In 
this situation, one can apply the limiting technique inspired by [20] (see Eq. (10)–(13) therein and [19]). Let us give the details. Let K ∈

T (i) and  

I
−
(i) :=

{
j ∈ I (i)

⃒
⃒
⃒Ji ·D

n
ij < 0

}
, T

− 1
(i) :=

{
K ∈ T (K)

⃒
⃒
⃒Ji ·B

n
i,K < 0

}
. (5.6a)  

P−
i :=

1
mi

[
∑

j∈I − (i)

Dn
ij +

∑

K∈T − (i)

Bn
i,K

]

, ℓi
:=

min
(
Ψi
(
U

L,n+1
i

)
, − P−

i

)

− P−
i

, (5.6b)  

ℓi
j :=

{
ℓi ifJi ·D

n
ij < 0

1 otherwise,
ℓi

K :=

{
ℓi ifJi ·B

n
i,K < 0

1 otherwise,
(5.6c)  

ℓij := min
(

ℓ
i

j
,ℓj

i

)

, ℓK := min
i∈I (K)

ℓi
K . (5.6d)  

with the convention that ℓi
= 1 if I − (i) = 0̸ and T − (i) = 0̸ . 

Lemma 5.2. (Affine limiting) Let Un+1 be defined in (5.5). Assume that (5.6) holds, then Ψ i(U
n+1) ≥ 0. 

Proof. Using (5.5) and (5.6), and since Ψ i is affine, we infer that  
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Ψi
(
Un+1) = Ψi

(
UL,n+1)+

1
mi

∑

j∈I (i)

ℓijJi ·D
n
ij +

1
mi

∑

K∈T (i)

ℓKJi ·B
n
i,K

≥ Ψi
(
UL,n+1)+

1
mi

∑

j∈I − (i)

ℓi
jJi ·D

n
ij +

1
mi

∑

K∈T − (i)

ℓi
KJi ·B

n
i,K

= Ψi
(
UL,n+1)+ ℓi

P−
i ≥ 0. □  

Remark 5.3. (Stability with Respect to Roundoff Errors) We have observed that the expression ℓi
:= (− P−

i )
− 1min(Ψ i(U

L,n+1
i ), − P−

i )

is more stable with respect to roundoff errors than the identity ℓi
:= min(Ψ i(U

L,n+1
i )(− P−

i )
− 1
,1) often found in the “flux corrected 

transport” literature. 

5.3. Non-affine functionals: Convex limiting 

Now we do not make the assumption that Ψ i is affine. One cannot use Zalezak’s technique consisting of grouping terms in positive 
and negative contributions. One possible way of dealing with this situation consists of adopting the convex limiting method introduced 
in [17, § 4.2] and [18, § 7], which is essentially a divide and conquer strategy. Let us give the details. 

Lemma 5.4. Let Un+1 be defined in (5.5). Let θ ∈ (0, 1) and let (λj)j∈I (i) and (μK)K∈T (i) be real numbers in the open interval (0, 1) such that 
∑

j∈I (i)\{i}λj = 1 and 
∑

K∈T (i)μK = 1. Then,  

Ψi
(
Un+1) ≥

min
(

min
j∈I (i)\{i}

Ψi

(

U L,n+1
i

+
ℓij

θλjmi
D
n

ij

)

, min
K∈T (i)

Ψi

(

U L,n+1
i

+
ℓK

(1 − θ)μKmi
B
n

i,K

))

.
(5.7)  

Proof. We have  

Un+1 := U
L,n+1
i +

1
mi

∑

j∈I (i)\{i}

ℓijD
n
ij +

1
mi

∑

K∈T (i)

ℓKBn
i,K

= θ

(
∑

j∈I (i)\{i}

λjU
L,n+1
i +

ℓij

θmi
Dn

ij

)

+ (1 − θ)

(
∑

K∈T (i)

μKU
L,n+1
i +

ℓK

(1 − θ)mi
Bn

i,K

)

=
∑

j∈I (i)\{i}

θλj

(

U
L,n+1
i +

ℓij

θλjmi
Dn

ij

)

+
∑

K∈T (i)

(1 − θ)μK

(

U
L,n+1
i +

ℓK

(1 − θ)μKmi
Bn

i,K

)

Then the assertion is a consequence of Ψ i being quasiconcave. □ Lemma 5.5. Let i ∈ V and P ∈ Rm. Assume that UL,n+1
i + P is in 

the domain of Ψ i. Let ℓ(i,P) ∈ [0,1] be such that  

ℓ(i,P) =

⎧
⎨

⎩

1 ifΨi
(
U

L,n+1
i + P

)
≥ 0,

max
{

ℓ ∈ [0, 1]
⃒
⃒Ψi
(
U

L,n+1
i + ℓP

)
≥ 0
}

otherwise.
(5.8)  

Then Ψ i(U
L,n+1
i + ℓP) ≥ 0 for every ℓ ∈ [0,ℓ(i,P)]. Proof. Let us verify that the definition of ℓ(i,P) makes sense. We first observe 

that the set {ℓ ∈ [0, 1]
⃒
⃒
⃒Ψ i(U

L,n+1
i + ℓP) ≥ 0} is not empty because Ψ i(U

L,n+1
i ) ≥ 0. Then this non-empty bounded set must have a 

maximal element because Ψ i is continuous. This established that ℓ(i,P) is well defined if Ψ i(U
L,n+1
i + P) < 0. The definition of ℓ(i,P) is 

unambiguous if Ψ i(U
L,n+1
i + P) ≥ 0. 

Let L0(Ψ i) := {U ∈ B |Ψ i(U) ≥ 0}. Notice that the set L0(Ψ i) is not empty because UL,n+1
i ∈ L0(Ψ i). It is also is convex because Ψ i is 

quasiconcave. Then for all ℓ ∈ [0,ℓi
K] we have Ψ i(U

L,n+1
i + ℓP) ≥ 0 because UL,n+1

i ∈ L0(Ψ i), UL,n+1
i + ℓi

KP ∈ L0(Ψ i) and L0(Ψ i) is 
convex. □ 

Remark 5.6. (Line Search) Computing the maximal element in the set {ℓ ∈ [0, 1]
⃒
⃒
⃒Ψ i(U

L,n+1
i + ℓP) ≥ 0} can be done by a line search 

when Ψ i(U
L,n+1
i + P) < 0. The line search problem has a unique solution when Ψ i is strictly quasiconcave since in this case the function 

[0,1] ∋ ℓ→Ψ i(U
L,n+1
i + ℓP) is strictly monotone decreasing and therefore the equation Ψ i(U

L,n+1
i + ℓP) = 0 has a unique solution in (0,

1). 

Theorem 5.7. Let θ, (λj)j∈I (i), and (μK)K∈T (i) be real number in (0, 1) as in Lemma 5.4. (i.e., 
∑

j∈I (i)\{i}λj = 1 and 
∑

K∈T (i)μK = 1). Let 

ℓij := min
(

ℓ
(

i,
1

θλjmi
D
n

ij

)

,ℓ
(

j,
1

θλimi
Dn

ji

))

, ℓ
i

K
:= ℓ

(

i,
1

(1 − θ)μKmi
Bn

i,K

)

. (5.9)  

Then Ψ i(U
n+1) ≥ 0. Proof. Apply Lemma 5.4 and Lemma 5.5. □ 
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Remark 5.8. (Parameter θ) The purpose of the coefficients θ ∈ (0,1) is to transform the identity Un+1 := U
L,n+1
i +

1
mi

∑
j∈I (i)\{i}ℓijD

n
ij +

1
mi

∑
K∈T (i)ℓKBn

i,K into the following convex combination Un+1 := θ
(
U

L,n+1
i + 1

θmi

∑
j∈I (i)\{i}ℓijD

n
ij

)
+ (1 − θ)

(
U

L,n+1
i +

1
(1− θ)mi

∑
K∈T (i)ℓKBn

i,K

)
. The free parameter θ can be used to balance the terms 1

mi

∑
j∈I (i)\{i}ℓijD

n
ij and 1

mi

∑
K∈T (i)ℓKBn

i,K. Assuming that the 

terms Dn
ij and Bn

i,K have all the same magnitude, then a good choice consists of setting θ so that card(I (i))
θ =

card(T (i))
1− θ ; that is, θ =

card(I (i))
card(I (i))+card(T (i)). But it is actually interesting to bias θ a little bit according to the magnitude of the coefficients Dn

ij, B
n
i,K. More pre

cisely, let us denote by hi the local meshsize at the node ai, and let us set (ΔU)i = maxj∈I (i)

⃦
⃦
⃦Un

j − Un
i

⃦
⃦
⃦

*
, where ‖V‖* is a norm in Rm that 

is dimensionally consistent (i.e., combines the various components of V in a way that is dimensionally coherent). Then one expects Dn
ij 

to scale like τmih− 1
i f′

i,max × (ΔU)i where f′
i,max is an upper bound on the norm induced by ‖ ·‖* of the Jacobian of f, whereas, owing to 

Proposition 4.2, one expects Bn
i,K to scale like τmih− 1

i f′′
i,max × (ΔU)

2
i , where f′′

i,max is an upper bound on the induced norm of the Hessian of 
f. Hence, it is reasonable to expect Bn

i,K to be far smaller than Dn
ij in regions where the solution is smooth. One can then use θ =

∑
K∈T (i)‖Dn

ij‖*∑
j∈I (i)‖Dn

ij‖*
+
∑

K∈T (i)‖Bn
i,K‖* 

or variations of this idea. Another way to proceed consists of replacing θλj in (5.7) by 

‖Dn
ij‖*∑

j∈I (i)\{i}‖Dn
ij‖*

+
∑

K∈T (i)‖Bn
i,K‖* 

and (1 − θ)μK by ‖Bn
i,K‖*∑

j∈I (i)\{i}‖Dn
ij‖*

+
∑

K∈T (i)‖Bn
i,K‖*

. 

6. Numerical illustrations 

In this section we briefly illustrate the performance of the method described in this paper. 

6.1. Technical details 

Two independent codes have been written to verify reproducibility. The first one, Code 1, does not use any particular software and 
is written in Fortran 2003. It is based on Lagrange elements on simplices and is dimension-independent. The second code, Code 2, uses 
the open-source finite element library FEniCS and is written in C++ and python, see e.g., [35]. The implementation in FEniCS is 
independent of the space dimension and the polynomial degree of the approximation. The numerical quadratures in both codes are 
chosen to be exact for the mass matrix. All the computations are done on simplices. The computations with P1 and P3 finite elements 
are done with the Lagrange bases. The computations with P2 finite elements are done with the Bernstein basis as the lumped mass 
matrix for continuous P2 Lagrange elements is singular. We only report tests for scalar conservation equations. Tests for the 
compressible Euler equations using the present method combined the time stepping techniques developed in [24] will be reported in 
the second part of this work. 

The time stepping is done with the fourth-order five stages strong stability preserving explicit Runge–Kutta method with five stages 
(see [36, p. 522]). The time step is defined by the expression  

τ = s × CFL × min
i∈I

mi
∑

j∈I L(i)\{i}
dL,n

ij
, (6.1)  

with dL,n
ij defined in (4.2) and s is the number of stages of the Runge–Kutta method; here, we use s = 5. The high-order viscosity for 

scalar conservation equations is computed by estimating the entropy commutator 
∫

D(η′(v)∇ · f(v) − f′(v)∇η(v))φH
i dx = 0 with η(v) =

exp(v). This is done as follows:  

Xi
(
un

h

)
:= m− 1

i

∫

D
ΠH

h

(
η′( un

h

))
∇ ·
(
ΠH

h

(
f
(
un

h

)))
φH

i dx, (6.2a)  

Yi
(
un

h

)
:= m− 1

i

∫

D
ΠH

h

(
f

′( uh)) · ∇ΠH
h

(
η
(
un

h

))
φH

i dx, (6.2b)  

αn
i :=

⃒
⃒Xi
(
un

h

)
− Yi

(
un

h

)⃒
⃒

|Xi(un
h)| + |Yi(un

h)| + ϵmax
i∈V

(|Xi(un
h)| + |Yi(un

h)|)
, ϵ = 10− 2 (6.2c)  

dH,n
ij := dL,n

ij max
(

ψ
(

αn
i

)
,ψ
(

αn
j

))
, (6.2d)  

By definition, the normalized residual αn
i takes values in [0,1]. The numerator in the definition of αn

i behaves like the truncation error of 
the Galerkin method. This quantity approximately behaves like O (hk) where k is the polynomial degree of the approximation and h is 
the mesh size. Finally we set  
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dH,n
ij := dL,n

ij max

⎛

⎜
⎝ψ

⎛

⎝αn
i

α0

⎞

⎠, ψ

⎛

⎜
⎝

αn
j

α0

⎞

⎟
⎠

⎞

⎟
⎠, (6.3)  

where α0 ∈ (0,1], the activation function ψ is defined as follows:  

ψ(t) := 1 + (t − 1)2( 6t2 + 3t + 1
)(

t − 1 − (t − 1)+
)
, (6.4)  

where (x)+ = (x+ |x|)/2. Notice that ψ(0) = 0, ψ
( 1

2
)
= 1

2 and ψ(t) = 1 for all t ∈ [α0, 1], and ψ(t) ∼ 10t3 + O (t4). As a result, one 
recovers dH,n

ij = dL,n
ij if the entropy commutator is larger than α0, and dH,n

ij = O (h3k) × dL,n
ij otherwise. The numerical tests reported in 

this paper are done with α0 = 0.4. An activation function with the same purpose is used in [37, Eq. (8)]. Up to re-scaling, the activation 
function therein behaves like 12

(
1+ sin

( π
2 (t − 1)

))
. 

The limiting is done at each grid point at each time stage of the Runge–Kutta method as explained in Section 5.2 and the process is 
iterated four times. The local bounds are relaxed using the process explained in [17, §4.7] and we use the minmod version therein to 
average the estimate of the local second variation (see (4.11) and (4.13) in [17]). We now give the details for completeness and 
reproducibility. First we estimate the second variation of un

h at every grid point i ∈ V by setting  

Δ2Un
i :=

∑

j∈I (i)\{i}
βij

(
Un

j − Un
i

)

∑

j∈I (i)\{i}
βij

, (6.5)  

where the coefficients βij :=
∫

D∇φH
i · ∇φH

j dx are the entries of the high-order stiffness matrix associated with the weak form of the 
Laplace operator. This definition of βij guarantees that Δ2Un

i = 0 if un
h is locally linear on the support of φi. It is our experience that using 

the high-order stiffness matrix gives a better estimation of the local second variation than using the low-order one. Then we set  

Δ̃2Un
i := minmod

{
Δ2Un

j

⃒
⃒
⃒j ∈ I L(i)

}
, (6.6)  

where minmod of a finite set of real numbers is zero if there are two numbers of different sign in this set and is equal to the number 
whose absolute value is the smallest otherwise. Finally, using again the low-order stencil, we define Umin,n

i := mini∈I L(i)U
n
i and Umax,n

i :=

maxi∈I L(i)U
n
i . Notice that we use the low-order stencil to define Δ̃2Un

i , Umin,n
i and Umax,n

i . The rationale for using the low-order stencil in 
theses definitions is based on the observation that the time step restriction induced by the CFL condition implies that the domain of 
influence of the degree of freedom i is the support of the low-order shape function φL

i . To be certain that the global bounds are not 
violated, the relaxed bounds are not allowed to exceed the minimum and the maximum values of the initial data. More precisely 
denoting U♭ = ess inf u0 and U♯ = ess sup u0, we set  

Umin,n
i := max

(

U
min,n

i
−
⃒
⃒Δ̃2Un

i

⃒
⃒,U♭

)

(6.7a)  

Umax,n
i := min

(

U
max,n

i
+
⃒
⃒Δ̃2Un

i

⃒
⃒,U♯

)

. (6.7b)  

Strictly enforcing the global bounds is a stringent constraint. We impose it to demonstrate that the proposed method is genuinely high- 
order accurate (as this may not always be the case for other high-order methods proposed in the literature). This relaxation process is 
applied to all the simulations reported in the paper without exception to demonstrate the robustness of the method. The (affine) 
functionals corresponding to the above bounds are Ψmin

i (V) := V − U
min,n
i and Ψmax

i (V) := U
max,n
i − V. 

For all the tests reported below, the L1 − norm of the difference uh − u is measured by using high-order quadratures. We use the 
exact solution at the quadrature points instead of the Lagrange interpolant of the solution to avoid extraneous super-convergence 
effects that may bias the tests and lead us to draw over-optimistic conclusions. The error are all relative, that is we report 
‖uh − u‖L1(D)/‖u‖L1(D). 

Remark 6.1. (Stencil) One can also use the high-order stencil to define Umin,n
i := mini∈I (i)U

n
i and Umax,n

i := maxi∈I (i)U
n
i . This in

creases the range of CFL numbers for which optimal convergence rate is observed in the L∞-norm for smooth solutions, but this also 
slightly deteriorates the L1-norm convergence rate on problems developing shocks. We have observed that using the high-order stencil 

in the definition of the second variation Δ̃2Un
i significantly deteriorates the L1-norm convergence rate on problems developing shocks. 

6.2. Swirling flow 

We start by demonstrating that progresses have indeed been made on the low-order method since the observations made in [1, 
§3.3.2.1] and [2, §4.2.2]. We consider the same swirling model problem as in Section 4.1. We solve this problem with continuous P2 
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Table 1 
Problem (6.8), P1, structured meshes (left), unstructured meshes (right), T = 0.3, CFL = 0.1. 
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and P3 Lagrange finite elements with final time t = 1. For each polynomial degree we first solve the problem with the low-order 
method presented in the paper (see (4.9)), then we solve it again with the low-order method using the graph viscosity based on the 
high-order stencil (see (4.1)). This test is done on various meshes with increasing resolution. The relative L1-norm of the error is 
computed at the end of each simulation. The results are reported in Table 1. We clearly observe that the present method has almost no 
pre-asymptotic range (green columns for the P2 approximation and the P3 approximation), whereas the standard method has a long 
pre-asymptotic range (orange columns). For instance, on the finest mesh composed of 519841 degrees of freedom, the error with the 
new low-order P3 approximation is 5.89 × 10− 2 whereas the error with the standard method is 4.14× 10− 1. There is almost one order 
of magnitude difference between the two approximations. This series of tests confirms the claims made in the paper regarding the low- 
order viscosity.  

6.3. 2D smooth problem 

We now consider a two-dimensional linear transport problem ∂tu +∇ · (βu) = 0 with β = (1, 0)T and initial condition  

Table 2 
Convergence tests: P1, P2, P3, structured meshes, Problem (6.8), T = 0.3, CFL = 0.1.  

Code 1 

I P1, L1 Rate  I P2, L1 Rate  I P3, L1 Rate 

8281 5.18E− 03 –  8281 3.66E− 03 –  3721 1.89E− 02 – 
14641 2.91E− 03 2.02  14641 2.13E− 03 1.90  8281 4.56E− 03 3.56 
32761 1.28E− 03 2.05  32761 9.32E− 04 2.05  18496 9.92E− 04 3.79 
58081 7.16E− 04 2.02  58081 5.22E− 04 2.02  32761 3.12E− 04 4.05 
90601 4.59E− 04 2.01  90601 3.34E− 04 2.02  73441 7.38E− 05 3.57 
160801 2.58E− 04 2.01  160801 1.90E− 04 1.96  130321 2.00E− 05 4.55 
251001 1.65E− 04 2.00  251001 1.24E− 04 1.92  292681 2.60E− 06 5.04  

Code 2 

I P1, L1 Rate  I P3, L1 Rate 

8281 5.39E− 03 –  8281 4.19E− 03 – 
18496 2.36E− 03 2.06  18496 9.81E− 04 3.61 
41209 1.03E− 03 2.08  40804 2.13E− 04 3.86 
92416 4.53E− 04 2.02  90601 4.58E− 05 3.85 
207025 2.02E− 04 2.01  203401 5.11E− 06 5.43 
465124 8.97E− 05 2.01  456976 5.27E− 07 5.61  

Table 3 
Convergence tests: P1, P2, P3, unstructured meshes, problem (6.8), T = 0.3, CFL = 0.1.  

Code 1 

I P1, L1 Rate  I P2, L1 Rate  I P3, L1 Rate 

335 2.12E− 01 –  349 1.62E− 01 –  760 3.22E− 01 – 
1249 3.77E− 02 2.63  1273 4.00E− 02 2.16  2815 3.13E− 02 3.56 
4852 7.84E− 03 2.32  4865 7.10E− 03 2.58  10849 2.68E− 03 3.64 
11742 3.23E− 03 2.01  11749 2.67E− 03 2.22  42892 1.54E− 04 4.16 
19167 1.96E− 03 2.02  19149 1.55E− 03 2.23  104470 1.99E− 05 4.59 
46568 8.03E− 04 2.02  46565 6.20E− 04 2.05  170959 4.89E− 06 5.69 
185518 2.02E− 04 1.99  185469 1.64E− 04 1.92  416704 2.09E− 06 1.91  

Code 2 

I P1, L1 Rate  I P3, L1 Rate 

3414 1.55E− 02 –  2638 1.01E− 01 – 
5754 9.96E− 03 1.69  6313 2.00E− 02 3.72 
13295 4.46E− 03 1.92  13084 3.47E− 03 4.80 
16474 3.37E− 03 2.60  30106 8.95E− 04 3.25 
28860 2.45E− 03 1.15  64330 1.34E− 04 5.01 
37412 1.82E− 03 2.28  146890 4.00E− 05 2.92 
65923 1.09E− 03 1.81  334648 4.72E− 06 5.19  
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u0(x) =

⎧
⎪⎨

⎪⎩

e
r(x)2+2r2

0
r(x)2 − r2

0 ifr(x) < r0,

0 otherwise,
(6.8)  

where r(x) := ‖x − x0‖ℓ2 , x0 =
( 7

20,
1
2
)
, and r0 = 0.2. We solve the problem in the unit square D = {x := (x1, x2) ∈ R2⃒⃒0 ≤ x1 ≤ 1and0 ≤

x2 ≤ 1} up to T = 0.3. The simulations are done on several uniform and nonuniform grids with CFL=0.1. 
We do two series of computations with P1, P2 and P3 continuous finite elements on meshes with various meshsizes. The first series 

in done on structured meshes and the other one is done on unstructured Delaunay meshes. The convergence results for structured 
meshes are shown in Table 2. The results for unstructured meshes are shown in Table 3. We observe second-order accuracy for P1 
elements and fourth-order accuracy for P3 elements, both with structured and unstructured meshes. We observe sub-optimal second- 
order for P2 elements. This behavior is well-known and is independent of the limiting technique described in the paper. It is well 
established in the literature that (unless super-convergence occurs) one recovers optimal rate for P2 elements only by adding linear 
stabilization (e.g., Galerkin Least-Squares, edge stabilization, subgrid viscosity, etc..). To illustrate this point we compare in Table 4 the 
results obtained with the present method with those obtained with the unlimited Galerkin method with P2 elements. We observe that 
the Galerkin method is only second-order accurate. We also notice also that the limited P2 approximation is slightly more precise than 
the Galerkin method whether the meshes are structured or not.  

Remark 6.2. (Relaxation) In tests not reported here for brevity, we have observed that the convergence rate for the P3 approxi
mation deteriorates to second-order in the L1-norm and, irrespective of the polynomial degree the approximation, reduces to first-order 
in the L∞-norm if one does not relax the local bounds as described in (6.5)–(6.6)–(6.7). This loss of accuracy in the neighborhood of 
extrema due to limiting is a phenomenon that is well documented in the literature (see, e.g., [38, §3.3], [9, p. 2753]). A typical way to 
address this issue in the finite volume literature consists of relaxing the slope reconstructions; see, e.g., [39, Eq. (5.7)], [40]. Similar 
techniques can be used with discontinuous Galerkin approximations as in [9,41]. The relaxation technique (6.5)–(6.6)–(6.7) used in 
the paper has been introduced in [17, §4.7] (see (4.11) and (4.13) therein). 

6.4. Three body rotation 

In this example, we consider the linear transport equation with the flux β = 2π(− x2, x1)
T and the following initial condition  

Table 4 
Convergence tests: Limited technique vs. Galerkin for P2 polynomials on structured and unstructured meshes, problem (6.8), Code 1, T = 0.3, CFL =

0.1.  

Structured meshes  Unstructured meshes 

I Lim., L1 Rate Gal., L1 Rate  I Lim., L1 Rate Gal., L1 Rate 

8281 3.66E− 03 – 5.84E− 03 –  349 1.62E− 01 – 2.74E− 01 – 
14641 2.13E− 03 1.90 3.18E− 03 2.13  1273 4.00E− 02 2.16 6.99E− 02 2.11 
32761 9.32E− 04 2.05 1.37E− 03 2.09  4865 7.10E− 03 2.58 1.43E− 02 2.37 
58081 5.22E− 04 2.02 7.60E− 04 2.05  11749 2.67E− 03 2.22 5.84E− 03 2.03 
90601 3.34E− 04 2.02 4.82E− 04 2.05  19149 1.55E− 03 2.23 3.31E− 03 2.32 
160801 1.90E− 04 1.96 2.69E− 04 2.03  46565 6.20E− 04 2.05 1.28E− 03 2.13 
251001 1.24E− 04 1.92 1.72E− 04 2.02  185469 1.64E− 04 1.92 3.14E− 04 2.04  

Table 5 
Problem (6.9), P2 and P3, unstructured meshes, T = 1, CFL = 0.3. Left: results from Code 1. Right: results from Code 2.  

Code 1  Code 1  Code 2 

I P2, L1 Rate  I P3, L1 Rate  I P3, L1 rate 

3743 3.26E− 01 –  3880 4.63E− 01 –  6211 3.91E− 01 – 
14528 2.02E− 01 0.71  15058 2.72E− 01 0.78  10981 3.09E− 01 0.83 
56510 1.17E− 01 0.80  57712 1.55E− 01 0.84  24571 2.21E− 01 0.83 
99690 1.05E− 01 0.37  99859 1.22E− 01 0.86  55081 1.54E− 01 0.89 
224699 8.43E− 02 0.55  223924 8.82E− 02 0.81  121807 1.11E− 01 0.82 
394000 7.18E− 02 0.58  394594 7.22E− 02 0.70  270901 8.13E− 02 0.79  
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u0(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 ifr1(x) ≤ r0and (|x1| ≥
1
20

orx2 ≥
7

10
),

1 −
r2(x)

r0
ifr2(x) ≤ r0,

1
4

(

1 + cos
(

r3(x)
r0

π
))

ifr3(x) ≤ r0,

0 otherwise,

(6.9)  

where r0 := 0.3, r1(x) := ‖x − x1‖ℓ2 , r2(x) := ‖x − x2‖ℓ2 , r3(x) := ‖x − x3‖ℓ2 , with x1 :=
(
0, 1

2
)
, x2 :=

(
− 1

2,0
)
, x3 :=

(
0, − 1

2
)
. 

The computational domain D = {x ∈ R2⃒⃒‖x‖ℓ2 ≤ 1} is triangulated using non-nested meshes. The simulations are done with P2 and 
P3 continuous finite elements on nonuniform meshes up to T = 1 with CFL=0.3. The convergence results are shown in Table 5. We 
observe that the method converges with a rate that is similar to what is reported in [29, Tab. 3] with P1 finite elements. This is normal 
as the solution is not smooth. 

We show in Fig. 5 the graph of the approximate solution obtained on four different meshes using Code 2. These results are 
comparable to those in [29, Fig. 2].  

6.5. Non-strictly convex flux 

In this section we illustrate the performance of the method with a flux that is not strictly convex. We consider the two-dimensional 
scalar conservation equation ∂tu +∇ · f(u) = 0 using the flux f(v) = (2 − v,0)T if v ≤ 2 and f(v) = (2v − 4, 0)T otherwise. The initial 
data is u0(x) = 1 if x ≤ 0 and u0(x) = 3 otherwise. This flux is convex and Lipschitz, but it is not strictly convex: the velocity is 
piecewise constant and discontinuous. The entropy solution is  

u(x, t) =

⎧
⎨

⎩

1 ifx ≤ − t,
2 if − t < x ≤ 2t,
3 if2t < x.

(6.10)  

The solution is composed of two contact waves (i.e., the characteristics do not cross) separated by an expansion wave. One contact 
wave moves to the left at speed − 1, the other moves to the right at speed 2. This test is meant to eliminate high-order methods that are 
not dissipative enough. The lack of dissipation makes these methods to converge to weak solutions that violate entropy inequalities. 

We solve the problem over the domain D = (− 2,2) × (0, 1) using uniform meshes. The solution is computed with the final time t =
0.75 using CFL=0.5. We show in Fig. 6 the graph of the solution obtained with P1 polynomials on a mesh composed of 120× (2 × 6)
elements and with P3 polynomials on a mesh composed of 40 × (2 × 2) elements. In both cases the number of grid points is 847. The 
solutions in the leftmost panel and in the next to last panel have been obtained with the Galerkin method using P1 and P3 finite 
elements, respectively. (We use exactly the same codes as the one used in the accuracy tests reported in Sections 6.3 and 6.4.) We 
observe that they both converge to a wrong weak solution with a stationary shock at x = 0. The reason for this behavior is that the 
viscosity coefficients dH

ij are set to zero for the Galerkin approximation. The solutions in the second panel and in the last panel have 

Fig. 5. Three body rotation. From the left to right: approximation with 6211, 55081, 121807 AND 258673 P3 nodes with CFL=0.3.  

Fig. 6. Non-strictly convex flux (6.10); Solution at t = 0.75 with CFL=0.5; 847 grid points.  
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been obtained with the proposed method using P1 and P3 finite elements, respectively. We observe that they both converge to the 
correct solution. Notice also that the graph of the solution in the expansion wave is free of oscillation (which would not be the case if we 
had only enforced global bounds as it sometimes done in the literature). We have verified that the method converges with the expected 
rate both with P1 and P3 finite elements (tables not shown here for brevity).  

6.6. Burgers 

We solve now a two-dimensional version of Burgers’ equation introduced in [29, §6.1]. The initial data is chosen so that there are 
sonic points over a one-dimensional manifold across the graph of the solution. This test is meant to weed out methods that are accurate 
but not dissipative enough to be able to select the entropy solution in expansion waves with sonic points. Here we recall that we use the 
same codes as the one used in the accuracy tests reported in Section 6.3 and Section 6.4; nothing is changed in the codes. We consider 
the domain D = (− 0.25,1.75)2 and the following two-dimensional version of Burgers’ equation:  

∂tu +∇· (f(u)) = 0, f(u) =
1
2
(
u2, u2)T, u(x, 0) = u0(x)a.e.x ∈ D, (6.11a)  

where u0(x) =

⎧
⎨

⎩

1 if
⃒
⃒
⃒
⃒x1 −

1
2

⃒
⃒
⃒
⃒ ≤ 1and

⃒
⃒
⃒
⃒x2 −

1
2

⃒
⃒
⃒
⃒ ≤ 1

− a otherwise.
(6.11b)  

The exact solution is fully described in [29, §6.1]. The tests are done with a = 0.75. The errors are computed at T = 0.5. The results of 
the convergence tests for P2 and P3 continuous finite elements are reported in Table 6. We observe that the convergence rate in the 
L1-norm is close to 1, which is optimal. 

Remark 6.3. (Convergence Rate) The convergence rate for Burgers’ equation is better than that observed for the linear transport 
equation with discontinuous data because the solution of Burgers’ equation maps L∞(R) to the space of functions with bounded 
variations over R (say BV(R)), see [42, Thm. 11.2.2]; hence, compactness is available. Notice that one can invoke [42, Thm. 11.2.2] 
here because the flux in (6.11a) is isotropic. We refer the reader to [43, Thm. 2] for further clarifications on this topic. 

Remark 6.4. (Relaxation)  Recall that relaxation of local bounds is only necessary to reach optimal accuracy for problems with 
smooth solutions in the L∞-norm. We have observed that the convergence rate in the L1-norm for Burgers’ equation remains close to 1 
if the bounds are not relaxed. Tests not reported here for brevity show that optimal convergence is lost on Burgers’ equation if one uses 
the averaged version of the relaxation. A key conclusion of this paper is that using the minmod version of the relaxation produces 
optimal convergence rates in the L1-norm for all the cases (smooth linear transport problem, non-smooth linear transport problem, 
Burgers’ equation). In other words, the minmod relaxation method described in (6.5)–(6.6)–(6.7) is robust. 

6.7. Non-convex flux 

We finish by illustrating the performance of the method on a two-dimensional scalar conservation equation with a non-convex flux 
originally proposed in [44]:  

∂tu +∇· f(u) = 0, u(x, 0) = u0(x) =

⎧
⎪⎪⎨

⎪⎪⎩

14π
4

if
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
x2 + y2

√
≤ 1

π
4

otherwise,
(6.12)  

with f(u) := (sinu, cosu)T. High-order methods that are too greedy usually fail to converge to the entropy solution as they have the 
tendency to produce shocks where one should have expansions; see e.g., [44]. The computational domain is D = [ − 2,2] × [ − 2.5,1.5]. 
The final time is t = 1. The simulation are done with Lagrange P1 and Lagrange P3 finite elements and with P2 Bernstein finite 

Table 6 
Burgers; unstructured meshes; P2 and P3 finite elements; T = 0.5, CFL = 0.3. Left: results from Code 1. Right: results from Code 2.  

Code 1  Code 1  Code 2 

I P2, L1 Rate  I P3, L1 Rate  I P3, L1 Rate 

4561 5.41E− 02 –  4315 4.67E− 02 –  4702 5.59E− 02 – 
7549 4.10E− 02 1.10  16864 2.58E− 02 0.87  10315 4.17E− 02 0.75 
29849 2.27E− 02 0.86  66919 1.35E− 02 0.93  23338 2.79E− 02 0.99 
118785 1.33E− 02 0.77  119560 1.09E− 02 0.75  50962 1.84E− 02 1.06 
210317 9.37E− 03 1.23  266785 6.92E− 03 1.13  118477 1.24E− 02 0.93 
474137 6.77E− 03 0.80  472573 4.96E− 03 1.17  258673 8.82E− 03 0.88 
843717 4.98E− 03 1.06  1065847 3.54E− 03 0.83  469786 6.64E− 03 0.95  
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elements. Two computations are done on unstructured meshes for each polynomial degree. For the P1 approximation the first mesh is 
composed of 33240 triangles and 16861 degrees of freedom and the second mesh is composed of 134066 triangles and 67516 degrees 
of freedom. For the P2 approximation the first mesh is composed of 8312 triangles and 16865 degrees of freedom and the second mesh 
is composed of 33240 triangles and 66961 degrees of freedom. For the P3 approximation the first mesh is composed of 3698 triangles 
and 16882 degrees of freedom and the second mesh is composed of 14782 triangles and 67000 degrees of freedom. 

The results are shown in Fig. 7. The method behaves correctly for each polynomial degree; the spiraling composite wave has the 
expected shape. These results are identical to what is reported in the literature (see e.g., [44, Fig. 5.11] or [14, Fig. 34]).  

7. Conclusions 

We have proposed in this paper answers to questions raised in the PhD theses of [1, §3.3.2.1] and [2, §4.2.2], where it was observed 
that the low-order invariant-domain preserving method proposed in [3] was not robust with respect to the polynomial degree. Building 
on ideas developed in [4] (see Propositions 3.1 and 3.2 therein), we have proposed a variation of the invariant-domain preserving 
method from [3] that behaves better as the polynomial degree increases. In particular, the low-order method is based on the closest 
neighbor stencil. The method has been implemented and tested with continuous P2 and P3 finite elements. The numerical tests 
demonstrate that the method behaves as advertised in the theory. 
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Appendix A. Sufficient criterion for Assumption 4.1 

We give here a sufficient criterion for the condition (i) of Assumption 4.1 to hold. 

Lemma A.1. Let Ŝl ∈ T s
K̂. LetΠL

Ŝl
: P̂H→P̂L be the Lagrange interpolation operator defined by ΠL

Ŝl
(p̂) =

∑
ns∈N̂ s p̂(â ĵs(ns ,l))θ̂

L
ns . Assume that 

there exists a collection of numbers {βŜ}Ŝ∈T s
K̂ 

such that the following identity holds true for every p̂ ∈ P̂H and every k ∈ {1 : d}:  
∫

K̂
∂x̂k p̂(x̂) dx̂ =

∑

l∈L̂

βŜl

∫

Ŝl

∂x̂k ΠL
Ŝl
(p̂) dx̂. (A.1)  

Assume also that the mapping TK : K̂→K is affine for all K ∈ T h. Then the condition (i) in Assumption 4.1 is met withβS := βŜl where the index l 
is such that S = TK(Ŝl). Proof. Let K ∈ T h. Let Sl ∈ T s

K be a subs-cell of K with l ∈ L̂ . Recall that Sl = TK(Ŝl). Let TK|Ŝl
: Ŝl→Sl be 

the restriction of TK to Ŝl. Let JK and JSl be the Jacobian matrices of TK and TK|Ŝl
, respectively. Since the mapping TK is affine, we have 

Fig. 7. Problem (6.12) at t = 1. From left to right: Lagrange P1, Bernstein P2, Lagrange P3. Top row: approximately 16870 grid points. Bottom row: 
approximately 67000 grid points. 
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JK|Sl = JSl and the determinants det(JK|Sl ) = det(JK) are constant. Let p ∈ PH
K with p =

∑
i∈I (K)p(ai)φH

i . By definition of P̂H, there is p̂ ∈

P̂ such that ̂p = p ∘ TK. Recall that the chain rule gives (∇ · p)(TK(x̂))det(JK) = ∇ ·(det(JK)J
− 1
K p̂)(x̂). Then owing to (A.1) and ∇ ·(J− 1

K p̂)
(x̂) = J− 1

K : (∇p̂)(x̂) (since the mapping TK is affine), we infer that  
∫

K
∇· p(x) dx =

∫

K̂
(∇ · p)(TK(x̂))det(JK) dx̂ =

∫

K̂
∇·
(
det(JK)J

− 1
K p̂
)
(x̂) dx̂ = det(JK)J

− 1
K :

∫

K̂
(∇p̂)(x̂) dx̂ = det(JK)J

− 1
K

:
∑

l∈L̂

βŜl

∫

Ŝl

(
∇ΠL

Ŝl
p̂
)
(x̂) dx̂ =

∑

l∈L̂

βŜl

∫

Ŝl

∇·
(

det
(
JSl

)
J− 1

Sl
ΠL

Ŝl
p̂
)
(x̂) dx̂ =

∑

l∈L̂

βŜl

∫

Sl

∇ ·
(

ΠL
Ŝl

p̂ ∘ T− 1
K

)
(x) dx.

Recalling that p :=
∑

i∈I (K)p(ai)φH
i and the definitions (2.9) and (2.11), we have  

(
ΠL

Ŝl
p̂ ∘ T− 1

K

)

|Sl
=
∑

ns∈N̂ s

p̂
(

â ĵs(ns ,l)
)

θ̂L
ns ∘ T− 1

K|Sl
=
∑

ns∈N̂ s

p
(
ajL(ns ,Sl)

)
φjL(ns ,Sl)

L

≕ ΠL
Sl
(p).

The assertion readily follows. □ The immediate consequence of Lemma A.1 is that, provided the mesh is affine, one just need to 
verify that (i) holds on the reference element to ascertain that the condition (i) in Assumption 4.1 is met. This type of computation is 
done for finite elements of arbitrary polynomial degree in two and three dimensions in [4]. 

Lemma A.2. Assume that there exist two mappings α̂ : N̂ × L̂ →R and ̂β : L̂ →R such that the following holds for all n ∈ N̂ and all l ∈ L̂ : 
∑

{(ns ,l)|n=ĵ(ns ,l)}

α̂(n, l) = 1,
∑

ns∈N̂ s

α̂(̂j(ns, l), l)m̂K̂
ĵ(ns ,l) = β̂(l)|Ŝl|. (A.2)  

Assume that the mapping TK is affine for all K ∈ T h. For all K ∈ T h and all Sl ∈ T s
K withTK(Ŝl) = Sl, we setβSl = β̂(l). Similarly we set 

αSl
ĵ(ns ,l) := α̂(n, l). Then the conditions (ii) in Assumption 4.1 are met. Proof. This is a simple consequence of the identity |K̂|

|K| =
|̂Sl |
|Sl |

since 

TK is affine. □ 

Examples for the coefficients α̂ and β̂ are given in the sections below. 

Appendix B. ĵ, α̂ And β̂ for P2 and P3 in one dimension 

The arrays ̂j, α̂ and ̂β for P2 and P3 polynomials in one dimension are shown in Table 7. The arrays α̂ are only given for the Lagrange 
bases. The nodes are enumerated using the increasing vertex index enumeration convention (see e.g., Definition 10.6 and §21.3.2 in 
[45]). Recall that the enumeration of the sub-cells is done with the index set L .  

Table 7 
̂jˆ, ̂βˆ and α̂̂ arrays for P2 and P3 polynomials in one dimension (uniform lattice). The arrays α̂̂ are only 
given for the Lagrange bases. 

Table 8 
̂jˆ for P2 and P3 polynomials in two dimensions.   

P2 P3 

l ∈ ̂L ˆ 1 2 3 4 1 2 3 4 5 6 7 8 9 

̂
jˆ(1, l) 1 4 2 3 1 6 8 4 2 6 5 4 3 

̂
jˆ(2, l) 5 5 4 4 6 8 9 9 4 7 7 5 5 

̂
jˆ(3, l) 6 6 6 5 8 10 10 10 9 10 10 10 7 

̂βˆ(l)
2
3 

2
3 

2
3 

2 3
4 

3
2 

3
4 

3
2 

3
4 

3
4 

3
2 

3
4 

3
4  
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Appendix C. ĵ, α̂ And β̂ for P2 and P3 in two dimensions 

The arrays ĵ and β̂ for P2 and P3 polynomials in two dimensions are shown in Table 8 . The nodes are enumerated using the 
increasing vertex index enumeration convention. 

The arrays α̂ for the P2 and P3 Lagrange bases in two dimensions are shown in Table 9. For P3 polynomials the array α̂ is defined up 
to a free parameter y, and we use the definitions x := 2

3 − y and z := 1
3
( 10

9 − y
)

to save space in the table. In the computation reported in 
the paper we take y = 7

36. 
The arrays α̂ for the P2 and P3 Bernstein bases in two dimensions are shown in Table 10. For P3 polynomials the array α̂ is defined 

up to a free parameter y and we use the definitions x := 13
12 − y and z := 5

3 − 2y to save space in the table. In the computation reported in 
the paper we take y = 2

3.  
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Table 9 
α̂̂ for the P2 and P3 Lagrange bases in two dimensions.   

P2 P3 

l ∈ ̂L ˆ 1 2 3 4 1 2 3 4 5 6 7 8 9 

α̂̂ (1, l) 1 1
2 

1 1 1 y x y 1 x y x 1 

α̂̂ (2, l) 1
4 

1
2 

1
4 

1
4 

1
3 

y x y 1
3 

x y x 1
3 

α̂̂ (3, l) 1
4 

1
2 

1
4 

1
4 

1
3 

z 1
3 − z z 1

3 
1
3 − z z 1

3 − z 1
3  

Table 10 
α̂̂ for the P2 and P3 Bernstein bases in two dimensions.   

P2 P3 

l ∈ ̂L ˆ 1 2 3 4 1 2 3 4 5 6 7 8 9 

α̂̂ (1, l) 1 1 1 1 1 y x y 1 x y x 1 

α̂̂ (2, l) 0 1 0 0 − 1
12 

y x y − 1
12 

x y x − 1
12 

α̂̂ (3, l) 0 1 0 0 − 1
12 

z 1
3 − z z − 1

12 
1
3 − z z 1

3 − z − 1
12  
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