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This paper revisits an original relaxation technique introduced in Favrie and Gavrilyuk [9]
for solving the Green-Naghdi equations. We propose a version of that method and a 
space/time approximation thereof that is scale invariant. The approximation in time is 
explicit and the approximation in space uses a length scale for the relaxation that 
is proportional to the mesh size. The new method is compatible with dry states and 
is provably positivity preserving under the appropriate CFL condition. The method is 
numerically validated against manufactured solutions and is illustrated by comparison with 
experimental results.
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1. Introduction

The objective of the present paper is to revisit an original penalty technique introduced in Favrie and Gavrilyuk [9] for 
solving the Green-Naghdi modification of Saint-Venant’s equations. The Green-Naghdi model was introduced in Su and 
Gardner [16]; this model is a better approximation of the free surface Euler equations than the shallow water model 
since it includes a first-order correction in terms of the shallowness parameter. In particular, the Green-Naghdi model 
allows for solitary wave solutions which are not supported by Saint-Venant’s shallow water system. However, a major 
drawback of the Green-Naghdi model is that it involves third-order derivatives in space. This rules out any approximation 
technique that is explicit in time, since this would require the time step τ to behave like O(h3)V −1L−2, where h is the 
meshsize, V is a characteristic velocity scale, and L is a characteristic length scale. A large body of literature has been 
dedicated to the development of efficient implicit techniques to solve these equations; we refer to Duran and Marche [8]
and the references therein. An innovative technique, going around the difficulty of solving a third-order partial differential 
equation, has been proposed in [9]. The method is based on a relaxation of the Green-Naghdi equation that makes the 
perturbed system hyperbolic; moreover, under reasonable assumptions, the relaxed system can be shown to converge to the 
Green-Naghdi equation when the relaxation parameter goes to infinity. This technique is very interesting since it yields a 
system of first-order conservation equations that is hyperbolic, hence opening the door for explicit time stepping. However, 
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this method has some deficiencies: it involves a dimensional relaxation parameter λ, it is incompatible with dry states, and 
no realistic approximation technique connecting the relaxation parameter λ with the time step and the mesh size has been 
proposed yet. The goal of this paper is to address these three questions. We propose a new version of the Favrie-Gavrilyuk 
relaxation technique that is scale invariant and compatible with dry states. Then, we propose a new numerical method 
that uses a relaxation length scale proportional to the mesh size, is explicit in time, and is provably positivity preserving 
(compatible with dry states) under an appropriate CFL condition. The proposed method is numerically validated against 
manufactured solutions and illustrated by comparison with experimental results.

The paper is organized as follows. In §2 we introduce the Green-Naghdi model and the Favrie-Gavrilyuk relaxation 
method. Our variation of the Favrie-Gavrilyuk technique that has all the properties listed above is described in §3. In this 
new model the relaxation is scale invariant, compatible with dry states, and provably positive. The model introduced in 
§3 is approximated in time and space in §4. Positivity is established under an appropriate CFL condition. We numerically 
illustrate the proposed algorithm in §5.

2. Green-Naghdi model and relaxation

In this section we review the Green-Naghdi model and the perturbation proposed in Favrie and Gavrilyuk [9].

2.1. The Green-Naghdi model

Let D be a polygonal domain in Rd , d ∈ {1, 2}, occupied by a body of water evolving in time under the action of gravity. 
Assuming that the deformation of the free surface is small compared to the water elevation, and the bottom topography z

varies slowly, the problem can be well represented by Saint-Venant’s shallow water model. More precisely, let μ = h2
0

L2 be the 
shallowness parameter, where h0 is the typical water height and L is the typical horizontal lengthscale, then Saint-Venant’s 
shallow water model is the O(μ) approximation of the free surface Euler equations. Using u = (h, q)T as the dependent 
variable, where h is the water height and q is the flow rate, or discharge, the model is written follows:

∂t u + ∇·f(u) + b(u,∇z) = 0, a.e. x ∈ D, t ∈R+. (2.1)

The flux f(u) and the bathymetry source b(u, ∇z) are given by

f(u) :=
(

qT

1
h q⊗q + p(q)Id

)
∈R(1+d)×d, b(u,∇z) :=

(
0

gh∇z

)
, (2.2)

where p(u) = 1
2 gh2, Id is the d×d identity matrix, and the mapping z : D � x �→ z(x) ∈R is the bottom topography, which 

we assume to be given. The problem (2.2) is hyperbolic, and its approximation using explicit time stepping and finite 
volumes, finite differences, or finite elements (either continuous or discontinuous) for the space approximation is very well 
documented in the literature; we refer the reader to the books of Bouchut [6] and Toro [18] for a review on this topic, and 
to the paper of Xing and Shu [19] for a survey on finite volume and DG methods for the shallow water system.

Unfortunately, Saint-Venant’s shallow water model does not include dispersive effects, which makes the system incapable 
of supporting solitary waves. This defect has been addressed in Su and Gardner [16] and Green et al. [11]; the solution 
consists of keeping the O(μ) corrections from the expansion of the free surface Euler equations. (A rigorous statement 
regarding this expansion can be found in Alvarez-Samaniego and Lannes [2, Thm. 6.2].) The balance equations are still (2.2)
but the pressure p is modified as follows:

p(u) = 1

2
gh2 + 1

3
h2ḧ, ḣ := ∂th + v·∇h, ḧ := ∂t ḣ + v·∇ḣ, (2.3)

where the velocity v is defined by v := 1
h q. Notice that due to the presence of the term ḧ, the pressure mapping u �→ p(u)

is not a function but a second-order differential operator in space and time. Note also in passing that the term h2 ḧ in 
the pressure can also be rewritten as follows −h3(∂t∇·v + v·∇∇·v − (∇·v)2), which is exactly the expression given in Su 
and Gardner [16, A14] a few years earlier than Green et al. [11]. Although [16] predates [11], we are going to adopt the 
terminology that is currently dominant in the literature and refer to (2.1)–(2.3) as the Green-Naghdi model. The model 
(2.1)–(2.3) is a O(μ2) approximation of the free surface Euler equations. This model is no longer hyperbolic, and it cannot 
be reasonably approximated using explicit time stepping since in this case the time step τ would behave like O(h3)V −1L−2, 
where h is the meshsize, V is a characteristic velocity, and L is a characteristic length scale.

Proposition 2.1. Assume that u is a smooth solution to the Green-Naghdi system (2.1)–(2.3), then the following identity holds for all 
t > 0 and all x ∈ D:

∂tE(u) + ∇·F(u) = 0, (2.4)

with the notation
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E(u) := 1

2
gh2 + gzh + 1

2
hv2 + 1

6
h(ḣ)2 (2.5a)

F(u) := v
(
E(u) + p(u)

)
. (2.5b)

Proof. Since this result is standard, we only sketch the proof.
(i) We multiply the mass conservation by g(h + z) and the momentum equation by v , use the mass conservation equation, 
and add the results:

∂t(
1
2 gh2 + gzh + 1

2 hv2) + ∇·(v( 1
2 gh2 + gzh + 1

2 hv2 + 1
2 gh2)) + v·∇( 1

3 h2ḧ) = 0.

(ii) Now, using that ḣ := ∂th + v·∇h = −h∇·v , we multiply the identity ḧ := ∂t ḣ + v·∇ḣ, by 1
3 h2∇·v and obtain

(∇·v) 1
3 h2ḧ = − 1

3 hḣ(∂t ḣ + v·∇ḣ) = −∂t(
1
6 h(ḣ)2) − ∇·( 1

6 vh(ḣ)2).

We conclude by adding the above identities and recalling that p(u) = 1
2 gh2 + 1

3 h2ḧ. �
2.2. Green-Naghdi with the constraint {q1 = h2}

In this section we show that the Green-Naghdi model can be reformulated as a constrained system of conservation 
equations. This point of view is slightly different from that in Favrie and Gavrilyuk [9], but it should help readers who are 
not familiar with Hamiltonian mechanics to understand why the method proposed in [9] is indeed a good proxy for the 
Green-Naghdi model. We are going to review the Favrie-Gavrilyuk model in §2.3.

Upon setting q2 := hḣ, s := −hḧ, and using the mass conservation equation, the pressure equation (2.3) can be equiva-
lently rewritten as follows (provided h > 0):

p = 1

2
gh2 − 1

3
hs,

q2

h
= ∂th + v·∇h, −s = ∂tq2 + ∇·(vq2). (2.6)

We now introduce the additional variable q1 by setting q1 := h2. Then (2.3) can equivalently be rewritten as follows:

p = 1

2
gh2 − 1

3

q1

h
s, q1 = h2, ∂tq1 + ∇·(vq1) = q2, ∂tq2 + ∇·(vq2) = −s. (2.7)

Here we used that h(∂tφ + v·∇φ) = ∂t(hφ) + ∇·(vhφ) for any smooth function φ to establish that q2 = ∂tq1 + ∇·(vq1) and 
−s = ∂tq2 + ∇·(vq2). As a result, upon setting u := (h, q, q1, q2)

T , and under the constraint

q1 = h2, a.e. (x, t) ∈ D×R+, (2.8)

the Green-Naghdi model is equivalent to

∂t u + ∇·g(u, s) + c(u, s,∇z) = 0, a.e. (x, t) ∈ D×R+, (2.9)

g(u, s) :=

⎛⎜⎜⎝
hv

q⊗v + p(u, s)Id
q1 v
q2 v

⎞⎟⎟⎠ ∈R(3+d)×d, c(u, s,∇z) :=

⎛⎜⎜⎝
0

gh∇z
−q2

s

⎞⎟⎟⎠ , (2.10)

where the pressure is defined by

p(u, s) = 1

2
gh2 − 1

3

q1

h
s. (2.11)

The initial data for the system (2.9)-(2.10)-(2.11) are

h(x,0) = h0(x), v(x,0) = v0(x), (2.12)

q1(x,0) = h2
0(x), q2(x,0) = −h2

0(x)∇·v0(x), (2.13)

where the initial condition on q2 is obtained by observing that the mass conservation equation implies that q2 = −h2∇·v . 
Here s can be interpreted as the Lagrange multiplier associated with the constraint q1 = h2. The above argument can be 
summarized as follows.

Proposition 2.2. Assuming enough smoothness in time and space, the Green-Naghdi model is equivalent to (2.9)-(2.10)-(2.11) on the 
manifold {q1 = h2}.

The question addressed in this paper is that of relaxing the constraint {q1 = h2} so that the system (2.9)-(2.10)-(2.11)
augmented with the relaxed constraint becomes hyperbolic, remains compatible with dry states, and is scale invariant.
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2.3. The Favrie-Gavrilyuk model

In Favrie and Gavrilyuk [9], the authors propose a relaxation technique for the constraint {q1 = h2} based on an Hamil-
tonian mechanics point of view. Their approach consists of observing that the Green-Naghdi model admits a variational 
formulation from the following master Lagrangian:

L(h,q) =
∫
D

(
1

2
h−1q2 − 1

2
gh2 + 1

6
hḣ2

)
dx.

Then the authors modify the Lagrangian functional through an augmented Lagrangian technique with a relaxation parameter 
λ that scales like the square of a velocity. Three possible perturbations are proposed in [9], but there is only one that is 
unconditionally hyperbolic and has a phase velocity that converges to that of the Green-Naghdi model as the relaxation 
parameter λ goes to infinity. The model in question consists of adding two new scalar variables (q1, q2), just like in (2.10), 
and expressing the balance equations as follows:

∂t u + ∇·g
(

u, λ(
q1
h2 − 1)

)
+ c

(
u, λ(

q1
h2 − 1),∇z

)
= 0, a.e. x ∈ D, t ∈ R+. (2.14)

Notice that, referring to (2.10) for the definition of g and slightly abusing the notation, the pressure is defined in (2.14) by

p(u) := 1

2
gh2 − 1

3

q1

h
λ

(q1

h2
− 1

)
. (2.15)

In conclusion, by comparing (2.9)-(2.10)-(2.11) with (2.14)-(2.15), we observe that the Hamiltonian mechanic strategy 
adopted in [9] to relax the constraint {q1 = h2} simply consists of replacing s in (2.10)-(2.11) by λ(

q1
h2 − 1), where λ > 0 is 

some ad hoc large dimensional parameter scaling like the square of a velocity.
Although the argumentation and the numerical results reported in [9] are convincing, we see three problems with the 

current state of this formulation. First, the quantity λ is dimensional and somewhat ad hoc. No real insight is given in [9] on 
how λ should be chosen. Second, there is no mechanism in the definition of the pressure (2.15) that keeps the pressure and 
the wave speed finite when the water height becomes small. More precisely, letting p(h, q1) := − 1

3 λ 
(

q1
h2 − 1

)
q1
h ; we observe 

that p(h, q1) may grow unboundedly as h → 0 unless there is some mechanism that guarantees that q2
1h−3 is uniformly 

bounded. Moreover, it is shown in [9] (and again in Proposition 3.5 below) that the eigenvalues of the (one-dimensional) 

system are v := 1
h q and v ±

√
gh + 1

3 λ
q2

1
h4 . Hence, the system is indeed hyperbolic, but to ensure that the wave speed stays 

bounded when h → 0, the ratio q2
1h−4 must be bounded uniformly with respect to h. But, it does not seem that this type 

of estimate can be deduced a priori from (2.10)-(2.11). Actually, we have tested this model numerically and observed that 
none of these conditions are satisfied. In other words, the model is not compatible with dry states, which from our point of 
view, is a major drawback. Third, it is not clear how the time and space approximation of (2.10)-(2.11) should be done to 
construct a convergent approximation of the Green-Naghdi model. In particular, it is not clear how the relaxation parameter 
λ should be connected to the approximation parameters (time step and mesh size). It is the purpose of the present paper 
is to address these questions and propose an alternative formulation to (2.14)-(2.15).

3. Scale invariant relaxation

The purpose of this section is to introduce a relaxation of the Green-Naghdi model (2.9)-(2.10)-(2.11) (or (2.1)–(2.3)) with 
the following properties: (i) be scale independent; (ii) be hyperbolic; (iii) be compatible with dry states.

3.1. Pressure and energy

To simplify the computations we adopt the same notation as in [9] and introduce the quantities η := q1
h , ω := q2

h . We 
also introduce a small length scale ε , which we will later think of as being the mesh size when the model is approximated 
in space. Let λ be a non-dimensional number of order one. Let 	 ∈ C2(R; [0, ∞)) be some smooth non-negative function 
with the constraints 	(1) = 0 and 	′(1) = 0. We then replace s in (2.10)-(2.11) by −λg h2

ε 	′( η
h ). Notice that g h2

ε scales 
like the square of a velocity, which is what one should expect since −λg h2

ε 	′( η
h ) should be an ansatz for −hḧ. As will be 

established in Proposition 3.1, where we derive an energy (entropy) equality, the definition of the associated pressure should 
be p̃(h, η) := − 1

3
λg
ε η3∂x(x−2	(x))|x=ηh−1 . In conclusion, setting u := (h, q, q1, q2)

T , and recalling that η := q1
h , the problem 

we consider in the rest of this paper consists of solving the following set of equations:

∂th + ∇·(hv) = 0, (3.1a)

∂tq + ∇·(q ⊗ v + pI) + gh∇z = 0, (3.1b)
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∂tq1 + ∇·(q1 v) = q2, (3.1c)

∂tq2 + ∇·(q2 v) = −λg h2

ε 	′( η
h ), (3.1d)

for a.e. x ∈ D , t ∈R+ , with the pressure defined by

p(u) := 1
2 gh2 + p̃(h, η), (3.2a)

p̃(h, η) := −1

3

λg

ε
η3∂x(x−2	(x))|x=ηh−1 , (3.2b)

and the initial data

h(x,0) = h0(x), v(x,0) = v0(x), (3.3a)

q1(x,0) = h2
0(x), q2(x,0) = −h2

0(x)∇·v0(x). (3.3b)

Proposition 3.1. Assume that u is a smooth solution to (3.1)-(3.2)-(3.3). Assume ε > 0 is constant (i.e., does not depend on x and t). 
Then the following identity holds for all t > 0 and all x ∈ D:

∂t E(u) + ∇·F (u) = 0,

with the entropy pair (E, F ) defined by

E(u) := 1

2
gh2 + gzh + 1

2
hv2 + 1

6
hω2 + λg

3ε
h3	(

η

h
), (3.4a)

F (u) := v(E(u) + p(u)). (3.4b)

Proof. (i) As usual, we multiply the mass conservation by g(h + z) and the momentum equation by v , use the mass 
conservation equation, and add the results:

∂t(
1
2 gh2 + gzh + 1

2 hv2) + ∇·(v( 1
2 gh2 + gzh + 1

2 hv2 + 1
2 gh2)) + v·∇ p̃(h, η) = 0.

(ii) Now, we multiply (3.1c) by h	′( η
h ) and we obtain

h	′( η
h ) (∂t(hη) + ∇·(hηv)) = h2	′( η

h ) (∂tη + v·∇η) = h2	′( η
h )ω.

Using the chain rule we obtain

∂t	(
η
h ) = 	′( η

h )( 1
h ∂tη − η

h2 ∂th), v·∇	(
η
h ) = 	′( η

h )( 1
h v·∇η − η

h2 v·∇h).

This in turn implies that

h	′( η
h )

(
∂t(hη) + ∇·(hηv)

) = h2	′( η
h ) (∂tη + v∇·η) = h3	′( η

h ) 1
h (∂tη + v∇·η)

= h3 (
∂t	(

η
h ) + v·∇	(

η
h )

) + h3 η
h2 	′( η

h )(∂th + v·∇h)

= h3 (
∂t	(

η
h ) + v·∇	(

η
h )

) − h3	′( η
h )

η
h2 h∇·v

= h
(
∂t(h

2	(
η
h )) + v·∇(h2	(

η
h )) − 	(

η
h )(∂th

2 + v·∇h2)
)

− h2η	′( η
h )∇·v

= ∂t(h
3	(

η
h )) + ∇·(h3	(

η
h )v) + (2h3	(

η
h ) − h2η	′( η

h ))∇·v.

Hence, assuming that ε is constant, and using p̃(h, η) = 1
3

λg
ε

(
2h3	(

η
h ) − h2η	′( η

h )
)
, we have established that

∂t(
λg

3ε
h3	(

η

h
)) + ∇·(λg

3ε
h3	(

η

h
)v) + p̃(h, η)∇·v = λg

3ε
h2	′(η

h
)ω.

Note in passing that this computation justifies our definition of p̃(h, η) in (3.2b).
(iii) Finally, we multiply (3.1d) by 1

3 ω and obtain

∂t(
1
6 hω2) + ∇·( 1

6 hω2 v) = −λg

3ε
h2	′(η

h
)ω.

Now, we add the three identities obtained above, and the result follows readily. �
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By comparing (3.4a) with (2.5a), and recalling that ω is meant to be an approximation of ḣ, we observe λg
3ε h3	(

η
h ) is 

an extra energy induced by the relaxation. This quantity must be positive and should be minimum when η = h. Hence the 
design constraints for the energy functional 	 are 	(x) ≥ 0 for all x ∈ R and 	′(1) = 0. We can also set 	(1) = 0 since the 
energy level can be defined up to a constant. More precise statements regarding 	 are made in §3.3.

Corollary 3.2. Let u be a smooth solution to (3.1)-(3.2)-(3.3). Assume ε > 0 is constant (i.e., does not depend on x and t). Let T > 0. 
Assume that the boundary conditions for (3.1)-(3.2) are such that F (u)·n∂ D = 0 for all t ∈ (0, T ). Then, there is c(u0) such that

T∫
0

∫
D

h3	(ηh−1)dx dt ≤ c(u0)ε.

Remark 3.3 (Choice of source). One may wonder whether changing the form of the source term in (3.1d) could change 
the behavior of the algorithm. For instance one could let the source term be − λg

ε hαη2−α S(
η
h ) for some α ∈ R. One 

can then derive an energy as in Proposition 3.1 by introducing 	(x) := ∫ x
1 ξ2−α S(ξ) dξ , since this definition implies that 

hαη2−α S(
η
h ) = h2	′( η

h ). This argument shows that the form − λg
ε h2	′( η

h ) for the source term is quite general.

Remark 3.4 (Positivity of η). Any reasonable solution of (3.1)-(3.2) satisfies h ≥ 0, but whether it also satisfies η ≥ 0 is not 
clear. A possible way to enforce this additional property consists of modifying the system (3.1)-(3.2) as follows:

∂th + ∇·(hv) = 0, (3.5a)

∂tq + ∇·(q ⊗ v + pI) + gh∇z = 0, (3.5b)

∂t(q1) + ∇·(q1 v) = q2r(h, η), (3.5c)

∂t(q2) + ∇·(q2 v) = −λg h2

ε 	′( η
h )r(h, η), (3.5d)

where r(h, η) is any smooth function satisfying the following properties r(h, h) = 1, r(h, 0) = 0, for all h ∈ R+ . A possible 
candidate is r(h, η) = 2η2

η2+h2 .

3.2. Hyperbolicity of the model

We now verify whether the new model (3.1)-(3.2) is hyperbolic for all admissible states of the system.

Proposition 3.5 (Hyperbolicity). Let k(u) be the conservative flux of the system (3.1)-(3.2). For any unit vector n ∈ Rd, the d + 3
eigenvalues of the Jacobian matrix of the flux k(u)n are μk = v·n, k ∈ {2 :d + 2} and

μ1 = v·n − √
gh + ∂h p̃(h, η), μd+3 = v·n + √

gh + ∂h p̃(h, η). (3.6)

The system (3.1)-(3.2) is hyperbolic iff the following holds for all η ∈R and all h ≥ 0:

gh

(
1 + 1

3

λ

ε
η

(
x3∂xx(x−2	(x))

)
|x=ηh−1

)
≥ 0. (3.7)

Proof. We introduce the notation v := 1
h q·n and q⊥ := q − (q·n)q, v⊥ := 1

h q⊥ . Then we make a change of coordinates so 
that the conserved variable can be re-written u = (h, (q·n), q⊥, q1, q2)

T . Recalling the notation q1 = hη, we introduce the 
function p(h, q1) such that p(h, q1) := p̃(h, η). The Jacobian matrix of the flux k(u)n is then given by⎛⎜⎜⎜⎜⎝

0 1 0T 0 0
gh − v2 + ∂h p 2v 0T ∂q1 p 0

−v v⊥ v⊥ v 0 0
−vη η 0T v 0
−v w w 0 0 v

⎞⎟⎟⎟⎟⎠ .

Denoting by μ a generic eigenvalue, the characteristic polynomial is

(μ − v)1+d((μ − v)2 − (gh + η∂q1 p + ∂h p)).

The eigenvalues are v , with multiplicity d + 1, and v −√
gh + η∂q1 p + ∂h p and v +√

gh + η∂q1 p + ∂h p, each with multiplic-
ity 1. We now investigate the sign of gh + η∂q1 p + ∂h p. Using that p̃(h, η) := p(h, q1), we observe that ∂h p̃ = η∂q1 p + ∂h p. 
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Using the change of variable h(τ ) = τ−1, i.e., τ (h) = h−1, we set p̂(τ , η) := p̃(τ−1, η), and recalling (3.2b), this gives 
p̂(τ , η) = − 1

3
λg
ε ∂τ (τ−2	(ητ )). Using ∂h p̃(h, η) = −τ 2∂τ p̂(τ , η), this in turn implies that the following inequality

gh + ∂h p̃(h, η) = gh + 1

3

λg

ε
τ 2∂ττ (τ−2	(ητ ))

= gh(1 + λ

3ε
η×(x3∂xx(x−2	(x)))|x=ηh−1) ≥ 0,

is a necessary and sufficient condition for hyperbolicity; whence (3.7). �
3.3. Construction of 	

In this section we construct an energy functional 	 that satisfies the requirement identified in the previous sections. 
Smooth solutions of (3.1) satisfy the positivity constraints h ≥ 0, but we have not been able to establish that η stays 
nonnegative; we actually conjecture that this may not be the case. Hence it is important that 	(ηh−1) be well defined for 
η ∈R.

One way to proceed consists of adapting the augmented Lagrangian approach. Looking at (2.6), we replace the 
source s by a function s(h, η), so that p̃(h, η) = − 1

3 hs(h, η) and λg
ε h2	′( η

h ) = s(h, η). This means that p̃(h, η) =
− 1

3
λg
ε hh2	′( η

h ). But, in order for the energy (entropy) argument from Proposition 3.1 to hold, one must also have 
p̃(h, η) = − 1

3
λg
ε η3∂x(x−2	(x))x=ηh−1 . This is possible only if h3	′( η

h ) = η3∂x(x−2	(x))x=ηh−1 . This gives the ODE

	′(x) = x3∂x(x−2	(x)), 	(1) = 0. (3.8)

The solution is 	(x) = α(1 − x)2 with α ∈ R. The additional condition 	(x) ≥ 0 for all x ∈ R implies that α > 0. Unfortu-
nately, this definition of 	 does not satisfy uniformly the hyperbolicity requirement (3.7); more precisely, ∂xx(x−2	(x)) =
2αx−4(3 − 2x). Hence, hyperbolicity can be lost when x > 3

2 , i.e., η > 3
2 h. In order to remedy to this problem, we redefine 

	(x) for x ≥ 1 by enforcing

xγ ∂xx(x−2	(x)) = 2α, 	(1) = 0, 	′(1) = 0, (3.9)

with any γ such that γ ≥ 1. Notice that if γ < 1, then |∂x(x−2	(x))| ∼ x1−γ when |x| → ∞, and p̃(h, η) behaves like 
η4−γ h1−γ . But, (under the reasonable assumption that η stays bounded), saying that x → +∞ is equivalent to saying 
that h → 0. This argument shows that p̃(h, η) grows unboundedly as h → 0 and ηh−1 → ∞ if γ < 1. Note also that 
∂x(αx−2(1 − x)2) = 2α; hence (3.9) implies that 	′′ is continuous at 1; i.e., 	 ∈ C2(R; [0, ∞)). Assuming that γ /∈ {1, 2}, the 
solution to (3.9) is 	(x) = 2α

(γ −1)(γ −2)
x4−γ + ax3 + bx2, with a = 2α

γ −1 , b = − 2α
γ −2 .

In the numerical tests reported at the end of the paper we use γ = 4 and α = 3; this gives the following definition

	(x) =
{

3(1 − x)2 if x ≤ 1,

(1 + 2x)(1 − x)2 if 1 ≤ x.

Notice that 	(x) ≥ 0 for any x ∈R, 	(1) = 0, 	′(1) = 0, and 	 ∈ C2(R; [0, ∞)). The source term h2	′(ηh−1) in the balance 
equation for hω and the pressure p̃(h, η) are given by

h2	′(ηh−1) =
{

6(ηh − h2), if η ≤ h

6(η2 − ηh), if h ≤ η,
(3.10)

p̃(h, η) = −λg

3ε
×

{
6h(ηh − h2), If η ≤ h

2(η3 − h3), If h ≤ η.
(3.11)

The above definition of 	 implies that

∂h p̃(h, η) = gh
λ

3ε
×

{
6h + 12(h − η), If η ≤ h,

6h, If h ≤ η.
(3.12)

Hence the hyperbolicity condition (3.7) is satisfied for any pair (η, h) ∈R×R+ .

Remark 3.6 (Choices in [9]). Recall that in Favrie and Gavrilyuk [9], the source term for the conservation of q2 is −s :=
−λ((ηh−1 − 1), and, following (2.11), the pressure is defined by p̃(h, η) = − 1

3 ηs. We then observe that unless there exists 
an a priori upper bound on ηh−1 when h → 0, the source term and the pressure may behave badly in dry regions. Contrary 
to [9], the choice that we make for the pressure in (2.6) when η ≤ h is ̃p(h, η) = − 1

3 hs with s = λg
3ε h2	′( η

h ); i.e., we use (2.6)
to define the pressure instead of (2.11). We have observed numerically that the definition proposed in [9] is incompatible 
with dry states, whereas the definition that we propose is.
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Remark 3.7 (Uniform hyperbolicity). Notice that the definition 	(x) := (1 + 2x)(1 − x)2 gives a model that is uniformly hy-
perbolic with respect to (η, h) (see (3.12)), but we have observed that this model does not behave properly with dry states 
when η ≤ h. Instead, using 	(x) = 3(1 − x)2 when η ≤ h implies that h2	′(ηh−1) = 6h(η − h) and p̃(h, η) = − λg

3ε 6h2(η − h); 
hence (h2	′(ηh−1))/h and p̃(h, η)/h2 stay bounded when h → 0 i.e., with our definition the dispersion effects vanish when 
η ≤ h and h → 0.

4. Approximation

We describe in this section an explicit finite element technique to solve the proposed model. We use the method de-
scribed in Guermond et al. [13] for the approximation in space and time. Without going through all the details we now 
recall the main features of the method.

4.1. Finite element setting

Given a shape-regular family of matching meshes (Th)h>0, given a reference finite element (K̂ , ̂P , ̂), we introduce the 
continuous finite element space

P (Th) := {v ∈ C0(D;R) | v |K ◦T K ∈ P̂ , ∀K ∈ Th}, (4.1)

where T K : K̂ → K is the geometric bijective transformation that maps the reference element K̂ to the current element K . 
We then set P (Th) := [P (Th)]3+d to approximate the conserved variable u := (h, q, q1, q2)

T in space. The approximation of 
the bottom topography is done in P (Th). The global shape functions in P (Th) are denoted by {ϕi}i∈V , i.e., dim(P (Th)) =
card(V). For any i ∈ V , we set I(i) := { j ∈ V | ϕiϕ j �≡ 0} and refer to I(i) as the stencil of the shape function ϕi . Finally, we 
define the following three quantities which will play an important role in the rest of the paper:

mi =
∫
D

ϕi(x)dx, c i j :=
∫
D

ϕi∇ϕ j dx, ni j := c i j

‖c i j‖�2
i, j ∈ V. (4.2)

Owing to the partition of unity property we have 
∑

j∈V c i j = 0. Notice that c i j = −c ji if either ϕi or ϕ j is zero on ∂ D and ∑
i∈V c i j = 0 if ϕ j is zero on ∂ D . These properties are essential to establish conservation.

4.2. Dependent and auxiliary variables representation

The bottom topography is henceforth approximated by zh = ∑
i∈V Ziϕi ∈ P(Th). The approximate conserved variable 

uh := (hh, qh, q1,h, q2,h)
T is represented as follows: uh = ∑

i∈V Uiϕi , where Ui := (Hi, Qi, Q1,i, Q2,i)
T . Here hh = ∑

i∈V Hiϕi is 
the water height, qh = ∑

i∈V Qiϕi is the discharge, and q1,h = ∑
i∈V Q1,iϕi , q2,h = ∑

i∈V Q1,iϕi are the approximations of 
the two auxiliary variables q1 = hη and q2 = hω.

The relaxation parameter ε is chosen to be proportional to the local mesh size. In practice we set Ei = m
1
d
i and εh =∑

i∈V Eiϕi , where mi := ∫
D ϕi dx from (4.2) is proportional to the volume of the support of the shape function ϕi , and Ei is 

an approximation of the diameter of the support.
Just like in Kurganov and Petrova [15, Eq. (2.17)], Chertock et al. [7, Eq. (3.10)], [4,13, §5.1], we define the approximate 

velocity vh and the approximate auxiliary quantities ηh and ωh by invoking some regularization to limit the effects of 
roundoff errors in dry regions. After setting H0,max = ess supx∈D h0(x), where h0 is the initial water height, and we define 
the following regularized quantities:

Hδ
i :=

(
2Hi

H2
i + max(Hi, δH0,max)2

)−1

, Vi := Qi

Hδ
i

, Ni := Q1,i

Hδ
i

, (4.3)

where δ is a dimensionless parameter based on machine precision. In the applications reported at the end of the paper we 
take δ = 10−7; this number is slightly larger than the square root of double precision machine epsilon. Note that with the 
above definition we have Vi = 1

Hi
Qi if Hi ≥ δH0,max; hence, the proposed regularization is active only in situations where 

genuine dry states occur.

4.3. The generic method and graph viscosity

Since all the strong stability preserving Runge Kutta methods are composed of convex combinations of the forward Euler 
method, we restrict the presentation of the scheme to the forward Euler method time stepping.

Let u0 be the initial data for (3.1)-(3.2), see (3.3). Let u0
h = ∑

i∈V U0
i ϕi ∈ P (Th) be some reasonable approximation of u0. 

Let τ be the time step at the current time tn , n ∈ N , and let us set tn+1 := tn + τ , (actually τ depends on n; we discuss 
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below how to estimate τ at every time step). Let un
h := ∑

i∈V Un
i ϕi ∈ P (Th) be the space approximation of u at time tn

and let us denote un+1
h := ∑

i∈V Un+1
i ϕi the update of u at tn+1. For all i ∈ V and all j ∈ I(i), we now define the following 

numerical flux and source:

Fn
i j = Un

j (V
n
j ·c i j) +

(
0,

(̃
P j(U

n
j ) + gHn

i (H
n
j + Z j)

)
cT

i j,0,0
)T

, (4.4)

Sn
i = (

0,0T,Qn
2,i,−S2,i(U

n
i )

)T
, (4.5)

where, for well-balancing purposes, the pressure P̃ j and the source term Sn
2,i are defined as follows:

P̃ j(U j) = − λg

3E j
×

⎧⎨⎩6H j(Q1, j − H2
j ), if Q1, j ≤ H2

j

2
(Q1, j−H2

j )

Hδ
j

(N2
j + Q1, j + H2

j ), if H2
j ≤ Q1, j.

(4.6)

S2,i(Ui) = λg

Ei
×

⎧⎨⎩6(Q1,i − H2
i ), if Q1,i ≤ H2

i

6N j
(Q1,i−H2

i )

Hδ
i

, if H2
i ≤ Q1,i .

(4.7)

The quantity Un+1
i , i ∈ V , is updated as follows:

mi
Un+1

i − Un
i

τ
=

∑
j∈I(i)

−Fn
i j +

∑
j∈I(i)\{i}

(
(dn

ij − μn
i j)

(
U∗,i,n

j − U∗, j,n
i

) + μn
i j

(
Un

j − Un
i

)) + miS
n
i , (4.8)

where the artificial viscosity coefficients dn
ij and μn

i j are yet to be defined and are assumed to satisfy the following proper-

ties: dn
ij = dn

ji , μ
n
i j = μn

ji , d
n
ij ≥ μn

i j ≥ 0, i �= j. The states U∗,i,n
j and U∗, j,n

i are defined as follows:

(H∗, j
i ,Q∗, j

i ) := H∗, j
i

Hδ
i

(Hi,Qi), (Q∗, j
1,i ,Q∗, j

2,i ) :=
(H∗, j

i

Hδ
i

)2
(Q1,i,Q2,i), (4.9a)

H∗, j
i := max(0,Hi + Zi − max(Zi,Z j)), ∀i ∈ V, j ∈ I(i). (4.9b)

The quantity H∗, j
i , introduced in Audusse et al. [3], is the so-called hydrostatic reconstruction of the water height; it makes 

the above method well-balanced with respect to rest states, as established in [4,13]. We refer the reader to the seminal 
work of Bermúdez and Vázquez [5, Def. 1] and Greenberg and Le Roux [12] where the idea of well-balanced schemes for 
steady states at rest has been introduced.

4.4. Viscosity

In this section we give a definition of the artificial viscosity coefficients μn
i j , d

n
ij that makes the method positive.

In principle, we could follow the methodology introduced in Azerad et al. [4, §3.2] or Guermond et al. [13, §4.1-§4.2] to 
estimate dn

ij . But here, for the time being, we follow a more pragmatic approach since the Riemann problem associated with 
the system (3.1)-(3.2) is more complicated than that of the simple shallow water system. We set

μL,n
i j := max(|V n

i ·ni j|‖c i j‖�2 , |V n
j ·n ji |‖c ji‖�2), (4.10)

dL,n
i j := max(μL,n

i j ,max(λn
i j‖c i j‖�2 , λ

n
ji‖c ji‖�2)), (4.11)

where

λn
i j = max(|V n

i ·ni j − (gHn
i + θn

i )
1
2 |, |V n

j ·ni j + (gHn
j + θn

j )
1
2 |) (4.12)

with θn
i := ∂h p̃(Hn

i , N
n
i )

( Ei
max(Ei ,H

n
i )

)2
. Notice that when Hn

i ≤ Ei , the expressions V n
i ·ni j −(gHn

i +θn
i )

1
2 and V n

i ·ni j +(gHn
i +θn

i )
1
2

are the two extreme eigenvalues of the relaxed system (3.1)-(3.2) as established in Proposition 3.5. In the limit Hn
i � Ei , we 

recover the two extreme eigenvalues of the shallow water model. The objective of the ratio 
( Ei ,

max(Ei ,H
n
i )

)2
is to account for 

dispersion effects in the viscosity in the regions that are almost dry.
When using μL,n

i j and dL,n
i j in lieu of μn

i j and dn
ij in (4.8) one obtains a method that is first-order accurate in space only. 

One can make the method formally second-order accurate (at least in the L1-norm) by reducing the viscosity as explained 
in Azerad et al. [4, §4.3]. One first introduces a smoothness indicator based on the water height:

αn
i := |∑ j∈I(i)\{i} βi j(H

n
j − Hn

i )|∑ |βi j(H
n − Hn)| , (4.13)
j∈I(Si)\{i} j i
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where the parameters βi j are positive and chosen to make the method linearity-preserving; that is, 
∑

j∈I(i)\{i} βi j(H
n
j −Hn

i ) =
0 if the restriction of 

∑
j∈I(i) Hn

jϕ j(x) over the support of ϕi is linear. For instance, one can take βi j = − 
∫

D ∇ϕi ·∇ϕ j dx if 
the mesh satisfies an acute angle condition. One can also use the mean-value coordinates, e.g., Floater [10, Eq. 5.1]. Then 
one set

μH,n
i j := max(ψ(αn

i ),ψ(αn
j ))μ

L,n
i j , dH,n

i j := max(ψ(αn
i ),ψ(αn

j ))d
L,n
i j , (4.14)

where ψ : [0, 1] → [0, 1] is any Lipschitz function such that ψ(1) = 1. The coefficients μH,n
i j and dH,n

i j are then used in lieu 
of μn

i j and dn
ij in (4.8).

4.5. Well-balancing and positivity

We now establish that the algorithm (4.8) is well-balanced, as in Azerad et al. [4], beginning with a precise definition of 
exactly well-balanced schemes.

Definition 4.1 (Exact rest). A numerical state (hh, qh, q1,h, q2,h) is said to be at exact rest (or exactly at rest) if qh = 0, q2,h = 0, 
H2

i = Qn
1,i , for all i ∈ V , and if the approximate water height hh and the approximate bathymetry map zh satisfy the following 

alternative for all i ∈ V : for all j ∈ I(i), either H j = Hi = 0 or H j + Z j = Hi + Zi .

Definition 4.2 (Exactly well-balanced). A mapping S : P (Th) → P (Th) is said to be an exactly well-balanced scheme if S(uh) =
uh when uh is an exact rest state.

Definition 4.3 (Positivity). Let us denote hh(uh) = ∑
i∈V Hi(uh)ϕ the water height of uh for any uh ∈ P (Th). A mapping 

S : P (Th) → P (Th) is said to be an exactly well-balanced scheme if Hi(uh) ≥ 0, for all i ∈ V , implies that Hi(S(uh)) ≥ 0 for 
all i ∈ V .

Proposition 4.4. Let S : uh
h �→ S(un

h) := un+1
h be the scheme defined in (4.8). (i) The scheme is exactly well-balanced with either 

μn
i j := μL,n

i j or μn
i j := μH,n

i j ; (ii) The scheme with the viscosity (4.10) is positivity preserving provided that τ
mi

(
∑

j∈I(i)\{i} dn
ij) ≤ 1

2 ;
(iii) Let kψ be the Lipschitz constant of ψ . With the notation x− = max(0, −x), the scheme with the viscosity (4.14) is positivity 
preserving provided that τ

mi
(
∑

j∈I(i)\{i} dn
ij + (c i j ·V n

j )−) ≤ 1
2 and τ

mi
max j∈I(i)\{i}(c i j ·V j)− ≤ 1

4kψ c� where c� = maxi∈V card(I(i)).

Proof. (i) We proceed as in the proof of Azerad et al. [4, Lem. 4.1]. Since un
h is exactly at rest, we have U∗, j

i = U∗,i
j and 

μn
i j = 0 for all i ∈ V and all j ∈ I(i); hence, the viscous term in (4.8) is zero. Moreover, the source term Sn

i defined in 
(4.5) is zero since q2,h = 0 and, according to (4.7), S2,i(Un

i ) = 0 because Qn
1,i = (Hn

i )
2 for all i ∈ V . Similarly, according 

to (4.6) P̃ j(Un
j ) = 0 for all j ∈ I(i). In conclusion we have mi

Un+1
i −Un

i
τ = ∑

j∈I(i) − 
(

0,
(

gHn
i (H

n
j + Z j)

)
cT

i j,0,0
)T

. Using that ∑
j∈I(i) c i j = 0 we infer that 

∑
j∈I(i) Hi(H j + Z j)c i j = ∑

j∈I(i) Hi(H j + Z j − Hi − Zi)c i j . Consider j ∈ I(i), then according to 
Definition 4.1, either Hi = 0 and H j = 0, or H j + Z j − Hi − Zi = 0; whence Un+1

i = Un
i , i.e., un+1

h = un
h . (ii) The proof of the 

second assertion is exactly the same as that of [4, Prop. 4.2]. (iii) The proof of the third assertion is exactly the same as that 
of [4, Prop. 4.4]. �
5. Numerical illustrations

We finish this note by illustrating the performance of the proposed method. We first validate the algorithm (4.8) with an-
alytical solutions, then we make comparisons with experiments involving wetting and drying. All the numerical simulations 
are performed in one space dimension. The gravity constant is always taken to be g = 9.81 m s−2.

5.1. Implementation details

All the simulations reported in the paper are done with continuous linear finite elements in one space dimension on 
uniform grids, d = 1. The time stepping is done with the third-order, three stages, strong stability preserving Runge-Kutta 
method, SSP RK(3,3). The time step is estimated at the beginning of each time step by using the expression

τ = CFL×max
i∈V

mi∑
j∈I(i)\{i} dL,n

i j

. (5.1)

In all the tests, the relaxation is done with λ = 1 and Ei = m
1
d
i , for all i ∈ V . In (4.8) we use the second-order viscosities 

μH,n and dH,n defined in (4.14), with the definition
i j i j
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Table 1
Convergence tests. Solitary wave (5.3). Final time t = 50 s. CFL = 0.05.

I E1 Rate E2 Rate E∞ Rate �∞ Rate �

100 2.18E-01 – 2.14E-01 – 2.50E-01 – 1.44E-04 – –
200 7.26E-02 1.59 6.49E-02 1.72 7.60E-02 1.72 1.02E-04 0.51 0.76
400 1.57E-02 2.21 1.27E-02 2.36 1.59E-02 2.25 6.01E-05 0.76 0.81
800 4.42E-03 1.83 3.29E-03 1.94 4.55E-03 1.81 3.00E-05 1.00 0.95
1600 2.02E-03 1.13 1.50E-03 1.13 1.65E-03 1.46 1.32E-05 1.19 0.90
3200 1.01E-03 1.00 7.75E-04 0.95 8.38E-04 0.98 6.20E-06 1.09 0.92
6400 4.97E-04 1.02 3.98E-04 0.96 4.31E-04 0.96 3.15E-06 0.98 0.99
12800 2.48E-04 1.00 2.03E-04 0.97 2.23E-04 0.95 1.49E-06 1.08 1.01

ψ(α) :=
(

(α − α0)+
1 − α0

)p

, (5.2)

with p = 3 and α0 = 1
2 .

5.2. A solitary wave with flat bottom topography

We consider a solution to the Green-Naghdi system (i.e., (2.1)–(2.3)) that is a solitary wave:

h(x, t) = h1 + h2 − h1

(cosh(r(x − x0 − ct))2
, q(x, t) = c(h − h1), (5.3)

with c = √
gh2 and r =

√
3(h2 − h1)/(4h2h2

1). The bathymetry is flat z = 0.
We do the simulation in the domain D = (0, 1000 m) with h2 = 11 m and h1 = 10 m. The wave is located at x0 = 200 m

when t = 0. The simulations are run until t = 50 s; the wave travels approximately 524.4 m during this time. We estimate 
the accuracy of the method by computing the following quantities at the final time:

Eq := ‖hh − h‖Lq(D)

‖h‖Lq(D)

, q ∈ {1,2,∞}, �∞ := ‖hh − ηh‖L∞(D)

‖h‖L∞(D)

, (5.4)

where hh and ηh are the finite element approximations of h and η, respectively. We show in Table 1 E1, E2, E∞, and �∞
for various meshsizes. We observe that the convergence rate is first-order in all the norms. This is compatible with the fact 
that the system (3.1) is an O (ε)-perturbation of the Green-Naghdi system and we have defined the relaxation parameter 
to be ε = O(h) where h is the local meshsize. In the last column labeled “�” in Table 1 we show the ratio of the elapsed 
time between two consecutive meshes divided by 21+d (here d = 1). More precisely, denoting by tcpu(h) and tcpu(h/2) the 
elapsed time for the meshes of meshsize h and h/2, respectively, the ratio reported in the table is

� := tcpu(h/2)

21+dtcpu(h)
. (5.5)

We see that � approaches 1 as h → 0 which is the optimal ratio for hyperbolic systems. If the Green-Naghdi system were 
approximated with an explicit method this ratio would behave like 4 (i.e., we would have tcpu(h/2)

tcpu(h)
∼ 2d+3).

5.3. Stationary soliton wave with topography

We now consider steady state solutions to the Green-Naghdi model (2.1)–(2.3) in one space dimension:

∂x(hv) = 0, (5.6a)

∂x

(
hv2 + 1

2
gh2 + 1

3
h2ḧ

)
+ gh∂xz = 0, (5.6b)

where v = 1
h q is the velocity and ḣ = v∂xh, ḧ = v∂xḣ. We give a brief derivation of the Bernoulli relation for the Green-

Naghdi model which will help us to find steady state solutions of (5.6). Equation (5.6a) implies that the flow discharge 
q = hv is constant. We divide (5.6b) by gh and replace v by q

h to obtain

− q2

gh3
∂xh + ∂x(h + z) + q2

3gh
∂x

(
h2 1

h
∂x(

1

h
∂xh)

)
= 0. (5.7)

Then using the identity 1 ∂x(h∂x(
1 ∂xh)) = ∂x(

1 ∂xxh − 1 ( 1 ∂xh)2), the above equation can be rewritten as follows:
h h h 2 h
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Table 2
Convergence tests. Steady-state wave with bathymetry (5.10). Final time t = 100 s. CFL = 0.1.

I E1 Rate E2 Rate E∞ Rate �∞ Rate �

100 7.17E-03 – 1.60E-02 – 7.66E-02 – 6.71E-04 – –
200 9.65E-04 2.89 2.45E-03 2.71 1.60E-02 2.26 2.81E-04 1.26 0.93
400 1.45E-04 2.73 3.22E-04 2.92 2.17E-03 2.88 1.30E-04 1.11 0.92
800 5.45E-05 1.42 1.14E-04 1.50 5.45E-04 1.99 6.61E-05 0.98 0.92
1600 2.40E-05 1.18 5.65E-05 1.01 4.11E-04 0.41 3.59E-05 0.88 0.92
3200 1.09E-05 1.13 2.63E-05 1.11 2.06E-04 0.99 1.91E-05 0.91 1.02
6400 7.20E-06 0.60 1.31E-05 1.00 9.23E-05 1.16 1.01E-05 0.91 0.70
12800 3.58E-06 1.01 6.14E-06 1.09 3.56E-05 1.37 5.17E-06 0.97 0.98

Fig. 1. Comparison of the numerical steady state profiles of the modified Green-Naghdi model (3.1)–(3.2) and shallow water model at t = 40 s.

∂x

(
q2

2gh2
+ h(x) + z(x) + q2

6gh2

(
2h∂xxh − (∂xh )2

))
= 0. (5.8)

Thus, we have the following Bernoulli relation

q2

2gh2
+ h(x) + z(x) + q2

6gh2

(
2h∂xxh − (∂xh)2

)
= CBer, (5.9)

where the Bernoulli constant CBer is obtained by looking at the limit of the above identity when x → ±∞ assuming that all 
the derivatives vanish at infinity; this gives CBer = h0 + q2

2gh2
0

. We now use (5.9) to define the bathymetry. For simplicity, we 

take the exact solution of the water height to be h(x) = h0 + ah0(cosh(r(x − x0)))
−2, with h0 =

√
3a

4r2(1+a)
. The parameters 

at our disposal are the flow rate q, the amplitude a, and the solitary wave width r. We then use (5.9) to define the bottom 
topography

z(x) = −3
√

3a
3
2 g + 8q2r2

√
(1 + a)r2

6g
√

(1 + a)r2
(cosh(r(x − x0)))

−2. (5.10)

In our numerical experiments, we consider D = (−10, 10 m), and set q = 1 m2 s−1, a = 0.2 m, r = 1 m, and x0 = 0. We 
initialize the water height with the exact profile defined above and initialize the flow rate with a small perturbation of the 
exact rate with q0 = 0.95 m2 s−1. The flow rate is enforced at the inflow boundary. The water height is enforced at the 
inflow boundary and at the outflow boundary. We stop the simulations at t = 100 s and compute the error indicators and 
complexity indicators defined in (5.4)–(5.5). The results are reported in Table 2. The same observations as in §5.2 can be 
made. The method converges with the expected rates and the computational complexity is optimal, i.e., � → 1 and h → 0.

In the Fig. 1, we compare the steady state profiles of both the modified Green-Naghdi model (2.1)–(2.3) and the shallow 
water model (i.e., (2.1)-(2.2) with p(u) = 1

2 gh) at time t = 40 s. For the shallow water solution we enforce the flow rate at 
the inflow boundary and the water height at the outflow boundary. We see that the modified Green-Naghdi model gives 
the solitary wave profile while the shallow water model produces an expansion profile.

5.4. Experiment 1, Run-up

We now consider a test case based on the laboratory experiments reported in Synolakis [17] which demonstrates the 
ability of the proposed method to handle dry states. It also demonstrates the dispersive properties of the Green-Naghdi 
model. We study the propagation, shoaling, and run-up of a solitary wave over a plane beach with a constant slope of s. 
The bathymetry is defined by

z(x) = max{sx,−h0}. (5.11)
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Fig. 2. Water elevation (in meters). Comparison of numerical results with experimental data (red dots) at t∗ = {10, 15, 20, 25, 30, 35, 55, 60, 65}. CFL = 0.08. 
(For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Let h̃(x) and ũ(x) be the water height and velocity of an exact solitary wave:

h̃(x) = h0 + ah0

(cosh(r(x − x0)))2
, ũ(x) = c

h̃(x) − h0

h̃(x)
, (5.12)

with wave speed c = √
gh0(1 + a) and width r =

√
3ah0

4h3
0(1+a)

. We initialize the water height and discharge by setting

h(x,0) = max{h̃(x) − h0 − z(x),0}, q(x,0) = ũ(x)h(x,0). (5.13)

The computations are done in the domain D = (−35, 15 m). The slope of the beach is s = 1/19.85. The reference water 
height is h0 = 1 m, and we initiate the solitary wave with amplitude a = 0.28 m at half the wavelength from the toe of the 
beach; that is, we set x0 = − h0

s − L
2 with L = 2

k arccosh(0.05− 1
2 ) where the wave number k is defined to be k = ( 3a

4h3
0

) 1
2 . The 

above data have been collected from the website for Basilisk [1].
In this experiment some energy loss is due to friction at the bottom of the channel. We account for this loss of dis-

charge by adopting Glauckler-Manning’s friction law; that is to say, we add the following source term in the momentum 
equation (3.1b): −gn2h−γ q‖v‖�2 . The parameter n is Glauckler-Manning’s roughness coefficient; it has units m

γ −2
2 s. Here 

we take γ = 4
3 and n = 0.016 m− 1

3 s which best describes the surface condition of the smooth glass beach in the laboratory 
experiments. The friction term is treated explicitly as proposed in [13]: the expression (4.5) for the source term is replaced 
by

Sn
i = (

0,
2gn2Qn

i ‖Vn
i ‖�2

(Hn
i )

γ + max
(
(Hn

i )
γ ,2τ gn2‖Vn

i ‖�2

) ,Qn
2,i,−Si(U

n
i )

)T
. (5.14)

We show in Fig. 2, the results of our computation done on the domain D with 1200 mesh points at various times; 
note that we use the non-dimensional time t∗ = t

√
g/h0 which coincides with the experimental data. We see that our 

numerical results agree with the experimental data (red dots) both away from the beach and on it. (Note in passing that 
the experimental data at t∗ = 55 look somewhat dubious.)

In Fig. 3 we compare the experiments at t∗ = {10, 15, 20} with the numerical approximation of the Green-Naghdi model 
(top row) and the numerical approximation of the shallow water model (bottom row). The shallow water approximation is 
obtained by using λ = 0 in (4.8). We observe that the Green-Naghdi model captures well the propagation of the solitary 
wave away from the beach as opposed to the shallow water model which produces a shock. Note also that the Green-Naghdi 
model fits far better the experiments than the shallow water model.
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Fig. 3. Water elevation (in meters). Comparison between the (modified) Green-Naghdi model (top row) and shallow water model (bottom row) at t∗ =
{10, 15, 20}.

5.5. Experiment 2, Seawall

We now consider the experiments of Hsiao and Lin [14] performed at the Tainan Hydraulic Laboratory in Taiwan. In this 
is set of experiments a solitary wave over-tops a seawall. This test case highlights the wetting/drying process along with the 
dispersive characteristics of the proposed model. The numerical computations are based on the Type 1 test in [14] where 
the propagating solitary wave breaks on the sloping beach before reaching the wall. This test consists of a solitary wave 
with amplitude of 0.7 m and reference height h0 = 0.2 m. We initialize the water height as in the previous section, but 
with a = 0.35 m and at x0 = 5.9 m. The seawall bathymetry in meters (found at [1]) is defined by

z(x) + h0 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0, x < 10,
3.6
20 + 0.076

13.9−13.6 (x − 13.6), 13.6 ≤ x ≤ 13.9,
3.6
20 + 0.076, 13.9 ≤ x ≤ 13.948,
3.6
20 + 0.076 − 0.076−0.022

14.045−13.948 (x − 13.948), 13.948 ≤ x ≤ 14.045,
1

20 (x − 10), otherwise.

(5.15)

Note that the bathymetry must be shifted by 3 meters (to the left) to match the experimental data reported in Hsiao and 
Lin [14]. We account for the loss of discharge through friction at the bottom of the channel by adopting Glauckler-Manning’s 
friction law, and we use n = 0.012 m− 1

3 s for the surface roughness.
In the experiment, several gauges were placed along the basin to capture the free surface elevation over the time period 

t ∈ [0, 12 s]. With the terminology used in [14], we compare the numerical results with the measurements at 7 gauges at 
the following the locations: G1(x = 5.900 m), G3(x = 9.664 m, G10(x = 9.644 m), G22(x = 10.462 m), G28(x = 10.732 m), 
G37(x = 11.005 m), G14(x = 11.120 m). Notice that the gauges on “dry land” contain data only for the water height and 
not the water height plus elevation. Our sketch of the setup with the positions of the gauges can be seen in the top left 
panel of Fig. 4. The computations are done in D = (0, 12 m) with a mesh composed of 1200 points. We show in the top 
right panel and in rows 2, 3, and 4 of Fig. 4, the temporal series over the period t ∈ [0, 12 s] of h + z at the gauges G1, 
G3, G10, G22, and h at the gauges G28, G37, G40 (blue line). The experimental data are reported with red dots. Our results 
compare well with the experiments and seem to be of a quality comparable to the numerical results reported in [14, Fig. 8],

We finally compare in Fig. 5 the numerical results obtained with the Green-Naghdi model (top row) and the numerical 
results obtained with the shallow water model (bottom row). The shallow water computations are done by using λ = 0 in 
(4.8). The dispersive effects of the Green-Naghdi model are clearly visible. Note again that the Green-Naghdi model fits far 
better the experiments than the shallow water model since it accounts for the dispersive effects.

5.6. CFL behavior

We finish with a discussion on the CFL number. Using the formula (3.6) for the eigenvalues of the hyperbolic system (3.1)

together with (3.12), we infer that the largest eigenvalue behaves like 
√

gH0,max

√
2λ

H0,max
h , where h is the characteristic 

meshsize. Denoting by CFLsw := τ
√

gH0,max h−1 the CFL number for the shallow water equations, the above estimate means 

that the algorithm is stable provided CFLsw

√
2λ

H0,max
h � 1. That is to say, we should have stability in some reasonable sense 

provided CFLsw �
√

h .

2λH0,max
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Fig. 4. (Top left) Initial setup for the seawall problem (in meters) with the location of the 7 experimental gauges; from left to right: G1, G3, G10, G22, G28, 
G37, G40. (Other panels) Temporal series over the period t ∈ [0, 12 s] of h + z at the gauges G1, G3, G10, G22, and h at the gauges G28, G37, G40 (blue 
line) compared with the experimental data (red dots). CFL = 0.065.

Table 3
Dependence of CFL w.r.t. the meshsize. Error in the L1-norm on the water height.

CFL Number of grid points

100 200 400 800 1600 3200 6400 12800

1.000 NaN – – – – – – –
0.710 NaN NaN – – – – – –
0.500 3.63E-01 NaN NaN – – – – –
0.350 6.03E-03 1.36E-03 3.14E-03 NaN – – – –
0.250 5.39E-03 1.21E-03 4.96E-04 7.93E-03 NaN – – –
0.177 – 1.19E-03 4.95E-04 1.46E-04 3.72E-02 3.88E-01 – –
0.125 – – 4.89E-04 1.47E-04 8.58E-05 6.97E-02 NaN –
0.088 – – – 1.47E-04 8.58E-05 1.19E-04 1.14E-01 4.58E-01
0.062 – – – – 8.58E-05 3.60E-05 1.86E-04 1.58E-01
0.044 – – – – – 3.60E-05 2.41E-05 2.04E-04
0.031 – – – – – – 2.41E-05 1.33E-05
0.022 – – – – – – – 1.34E-05

We illustrate the slight dependency of the CFL number (as introduced in (5.1)) with respect to the mesh size by sim-
ulating the solitary wave problem with flat bottom topography described in §5.2 over the time interval [0, 1 s] in the 
computational domain D = (0, 400 m). We show in Table 3 the relative error on the water height in the L1-norm at t = 1 s
for various mesh sizes and various values of the CFL number. The number reported in the leftmost column in row k + 3
is equal to 1

(
√

2)k , k ∈ {0 :11}. The symbols NaN mean that the computation could not finish. The symbols − mean that the 

computation has not been done. We observe that indeed the algorithm performs optimally when CFL ∼
√

h
H .
0,max
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Fig. 5. Green-Naghdi (left column) vs. shallow water (right column). Temporal series over the period t ∈ [0,12 s] of h + z at the gauges G3, G10, G22.

Table 4
L∞-norm of the error on the water height w.r.t. meshsize; ε = 1 m in rows 3 and 5; ε = h in rows 4 and 6.

CFL ε Number of grid points

100 200 400 800 1600 3200 6400 12800

0.2 1 m 2.82E-01 9.75E-02 1.78E-02 4.40E-03 2.59E-03 2.79E-03 2.96E-03 2.88E-03
h 2.77E-01 9.27E-02 1.84E-02 4.84E-03 1.71E-03 6.46E-01 NaN NaN

0.05 1 m 2.82E-01 9.84E-02 1.77E-02 4.49E-03 2.60E-03 2.76E-03 2.90E-03 2.90E-03
h 2.78E-01 9.55E-02 1.89E-02 4.91E-03 1.70E-03 8.36E-04 4.33E-04 2.24E-04

Considering that the Green-Naghdi equations are just a O(μ2) approximation of the free surface Euler equations, as 
suggested in Favrie and Gavrilyuk [9], one could use the relaxation technique (3.1) as an alternative model of the free surface 
Euler equations by fixing the relaxation parameter ε . In that case, the CFL number becomes independent of the meshsize. 
We then propose to use (3.1) with the relaxation parameter ε = 1 m. To illustrate, this idea, we simulate again the solitary 
wave problem with flat bottom topography over the time interval [0, 50 s] in the computational domain D = (0, 1000 m). 
We show in Table 4 the relative error on the water height measured in the L∞-norm at t = 50 s for various meshsizes. We 
compare the results obtained by the method with ε = 1 m with the results obtained by the method described in the paper 
with ε = h, where h is the meshsize. We observe that the relative error is almost the same for both methods up to 800
grid points. Beyond this resolution the relative error produced by the method with ε = 1 m is almost constant (3×10−3), 
whereas it decreases like O(τ ) for the other method. Two series of computations are done, one with CFL = 0.2 and the 
other with CFL = 0.05. The result for the method with ε = 1 m are independent of the CFL number, whereas, as expected, 
the original method crashes on fine meshes with CFL = 0.2. Since 1% relative error is usually acceptable in many engineering 
applications, it is reasonable in practice to use the proposed method with fixed ε .

6. Summary

In this work we introduced a method for approximating solutions of the Green-Naghdi equations. The approach combines 
a new hyperbolic system of equations, which is a relaxed form of the full Green-Naghdi equations, with a new finite 
element method. The finite element method extends an approach for the shallow water equations presented in Guermond 
et al. [13], and we show that it is well-balanced, positivity preserving, and compatible with dry states for the new modified 
Green-Naghdi system.

The new relaxed hyperbolic model is closely related to the augmented Lagrangian relaxation of Favrie and Gavrilyuk [9], 
but our relaxation method is scale invariant and compatible with dry states, properties that are desirable for coastal engi-
neering applications. Furthermore, we provide a functional form for the relaxation parameter that results in convergence of 



J.-L. Guermond et al. / Journal of Computational Physics 399 (2019) 108917 17
solutions to the Green-Naghdi model as the space and time discretizations are refined. We demonstrate the expected first-
order convergence rate to analytical solutions of the Green-Naghdi model, both for flat and smoothly varying bathymetry.

We also provide model validation based on experimental data for wave run-up and wave over-topping of a seawall, 
which demonstrates both close agreement with experiment data and distinct improvements over the basic shallow water 
approximation. The validation problems raise the question of whether it is necessary to require convergence of the method 
to the Green-Naghdi solution for practical applications or whether a fixed (mesh-independent) relaxation parameter can be 
defined for engineering applications.
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