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#### Abstract

Using a general approximation setting having the generic properties of finite-elements, we prove uniform boundedness and stability estimates on the discrete Stokes operator in Sobolev spaces with fractional exponents. As an application, we construct approximations for the timedependent Stokes equations with a source term in $L^{p}\left(0, T ; \mathbf{L}^{q}(\Omega)\right)$ and prove uniform estimates on the time derivative and discrete Laplacian of the discrete velocity that are similar to those in Sohr and von Wahl [20].
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## 1. Introduction

### 1.1. Scope of the paper

The objective of this paper is to construct approximations for the time-dependent Stokes equations with a source term in $L^{p}\left(0, T ; \mathbf{L}^{q}(\Omega)\right)$ and to prove uniform estimates on the discrete pressure, the time derivative, and the discrete Laplacian of the discrete velocity that are similar to those proved by Solonnikov [21] and Sohr and von Wahl [20]. To this purpose we construct a finite-element-like approximate Stokes operator and we prove norm equivalences between the scale of norms which it generates and the usual fractional order Sobolev norms for $-\frac{1}{2}<s<\frac{3}{2}$. The boundary condition under consideration is the homogeneous Dirichlet condition. By working with fractional exponents of the discrete Stokes operator and the Fourier technique in time we avoid the non-Hilbertian $L^{p}\left(\mathbf{L}^{q}\right)$-framework, which we do not know yet how to handle in finite-element-like discrete settings. This technique yields near optimal counterparts of the estimates of Sohr and von Wahl

[^0]on the time derivative and discrete Laplacian of the discrete velocity. The main results summarizing the content of the paper are Theorem 4.1, and Theorem 5.1.

The paper is organized as follows. The rest of this section is devoted to introducing notation and recalling the definitions of the Leray projector and the Stokes operator. The discrete finite-element-like setting alluded to above is introduced in $\S 2$. Boundedness and invariance properties of the discrete Leray projector are stated in $\S 3$. The discrete Stokes operator is analyzed in $\S 4$. The results of $\S 4$, in particular Theorem 4.1, are used to analyze the semi-discrete time-dependent Stokes operator in $\S 5$. Discrete counterparts of the estimates of Sohr and von Wahl using fractional Sobolev spaces are sated in Theorem 5.1.

The results presented in this paper are part of a research program aiming at characterizing the weak solutions of the three-dimensional Navier-Stokes equations that are suitable in the sense of Scheffer [18]. It has been shown in [10] that, in the three-dimensional torus, weak solutions that are constructed as limit of sequences of finite-element-like Galerkin approximations are suitable. The goal we are pursuing is to eventually extend this result to homogeneous Dirichlet conditions. One important intermediate step on the way are estimates like (5.23) and (5.24). A proof that finite-element-like Galerkin approximations are indeed suitable is reported in [12]. Theorem 5.1 (which is a consequence of Theorem 4.1) is an essential key for proving this result.

### 1.2. Notation and conventions

Let $\Omega$ be a connected, open, bounded domain in $\mathbb{R}^{d}$ ( $d$ is the space dimension). The boundary of $\Omega$ is assumed to be such that the $H^{2}$-regularity property of the Laplace operator holds, i.e., there is $c>0$ such that

$$
\begin{equation*}
\forall v \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega), \quad\|v\|_{H^{2}} \leq c\|\Delta v\|_{L^{2}} \tag{1.1}
\end{equation*}
$$

For instance, $\Omega$ convex or $\Omega$ of class $\mathcal{C}^{1,1}$ are sufficient conditions for this property to hold, cf. e.g. [9]. The boundary of $\Omega$ and the outward unit normal are denoted by $\Gamma$ and $n$, respectively.

We use bold notation to denote the product space with $d$-components in a given space, e.g. $\mathbf{H}^{1}(\Omega)=\left[H^{1}(\Omega)\right]^{d}$, but no notational distinction is made between $\mathbb{R}$-valued and $\mathbb{R}^{d}$-valued functions. Whenever $E$ is a normed space, $\|\cdot\|_{E}$ denotes a norm in $E$. Whenever $E$ is a Hilbert space, $(\cdot, \cdot)_{E}$ denotes the scalar product in $E$. The scalar product in $L^{2}(\Omega)$ and $\mathbf{L}^{2}(\Omega)$ is simply denoted by $(\cdot, \cdot)$. Henceforth $c$ is a generic constant. The symbol $c_{u}(\cdot)$ denotes a generic positive non-decreasing function. The symbol $c_{l}(\cdot)$ denotes a generic positive non-increasing function. Both the generic constant $c$ and the generic functions $c_{u}$ and $c_{l}$ are independent of the mesh parameter $h$. The value of $c$ and the exact form of $c_{u}$ and $c_{l}$ may vary at each occurrence.

For $0<s<1$, the space $H^{s}(\Omega)$ is defined by the real method of interpolation between $H^{1}(\Omega)$ and $L^{2}(\Omega)$, i.e., the so-called K-method of Lions and Peetre [17],
see also [16] or [3, Appendix A]. To define $H^{s}(\Omega)$, we interpolate between $H^{1}(\Omega)$ and $H^{2}(\Omega)$ if $1<s<2$. We denote $H_{0}^{s}(\Omega)$ to be the closure of $\mathcal{C}_{0}^{\infty}(\Omega)$ in $H^{s}(\Omega)$ for $0<s<1$ and $\widetilde{H}_{0}^{s}(\Omega)$ to be the interpolation space $\left[H_{0}^{1}(\Omega), L^{2}(\Omega)\right]_{s}$ for $0 \leq s \leq 1$. For $s \in(1,2], \widetilde{H}_{0}^{s}(\Omega)$ is defined to be $H^{s}(\Omega) \cap H_{0}^{1}(\Omega)$. Note that the spaces $H^{s}(\Omega)$ and $H_{0}^{s}(\Omega)$ coincide for $0 \leq s \leq \frac{1}{2}$ with uniformly equivalent norms (see [16, Thm 11.1]). The spaces $H^{s}(\Omega)$ and $\widetilde{H}_{0}^{s}(\Omega)$ coincide for $0 \leq s<\frac{1}{2}$ and their norms are equivalent; i.e., there is $c_{1}>0$ and a non-decreasing function $c_{u}$ such that

$$
\begin{equation*}
c_{1}\|v\|_{\mathbf{H}^{s}} \leq\|v\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c_{u}(s)\|v\|_{\mathbf{H}^{s}}, \quad \forall v \in \widetilde{\mathbf{H}}_{0}^{s}, \forall s \in\left[0, \frac{1}{2}\right) \tag{1.2}
\end{equation*}
$$

with $\lim _{s \rightarrow \frac{1}{2}} c_{u}(s)=\infty$, see [16, Thm 11.7].
For negative $s, \widetilde{H}_{0}^{s}(\Omega)$ is the dual of $\widetilde{H}_{0}^{-s}(\Omega)$. The space $H^{-s}(\Omega)$ for $s>0$ is defined by duality, i.e.,

$$
\|v\|_{H^{-s}}=\sup _{0 \neq w \in \mathcal{C}_{0}^{\infty}(\Omega)} \frac{(v, w)}{\|w\|_{H^{s}}}
$$

For $s \in\left[0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, \frac{3}{2}\right), H^{-s}$ coincides with $\widetilde{H}_{0}^{-s}(\Omega)$.
We define $H_{f=0}^{s}(\Omega), s \in[0,1]$, to be composed of those functions in $H^{s}(\Omega)$ that are of zero mean. It can be shown that $H_{f=0}^{s}(\Omega)=\left[L_{f=0}^{2}(\Omega), H_{f=0}^{1}(\Omega)\right]_{s}$, for all $s \in[0,1]$, cf. e.g. [11].

### 1.3. The Leray projector

Following [14, 22] we define

$$
\begin{equation*}
\mathcal{V}=\left\{v \in \mathcal{C}_{0}^{\infty}(\Omega) ; \nabla \cdot v=0\right\} \tag{1.3}
\end{equation*}
$$

to account for solenoidal vector fields, and we set

$$
\begin{equation*}
\mathbf{V}^{0}=\overline{\mathcal{V}}^{\mathbf{L}^{2}}, \quad \mathbf{V}^{1}=\overline{\mathcal{V}}^{\mathbf{H}^{1}}, \quad \mathbf{V}^{2}=\mathbf{V}^{1} \cap \mathbf{H}^{2}(\Omega) \tag{1.4}
\end{equation*}
$$

The following characterizations of $\mathbf{V}^{0}$ and $\mathbf{V}^{1}$ hold, cf. [22],

$$
\begin{align*}
\mathbf{V}^{0} & =\left\{v \in \mathbf{L}^{2}(\Omega) ; \nabla \cdot v=0 ;\left.v \cdot n\right|_{\Gamma}=0\right\}  \tag{1.5}\\
\mathbf{V}^{1} & =\left\{v \in \mathbf{H}^{1}(\Omega) ; \nabla \cdot v=0 ;\left.v\right|_{\Gamma}=0\right\} \tag{1.6}
\end{align*}
$$

$\mathbf{V}^{0}$ is a closed subspace of $\mathbf{L}^{2}(\Omega)$ and the following well known Helmholtz decomposition holds, see e.g. [14, 22]

$$
\begin{equation*}
\mathbf{L}^{2}(\Omega)=\mathbf{V}^{0} \stackrel{\perp}{\oplus} \nabla H_{f=0}^{1}(\Omega) \tag{1.7}
\end{equation*}
$$

We denote by $P: \mathbf{L}^{2}(\Omega) \longrightarrow \mathbf{V}^{0}$ the $\mathbf{L}^{2}$-projection onto $\mathbf{V}^{0}$ (i.e., the so-called Leray projection).

Lemma 1.1. There is a $c>0$ such that for all $s \in[0,1]$,

$$
\begin{equation*}
\forall v \in \widetilde{\mathbf{H}}_{0}^{s}(\Omega), \quad\|P v\|_{\mathbf{H}^{s}} \leq c\|v\|_{\tilde{\mathbf{H}}_{0}^{s}} \tag{1.8}
\end{equation*}
$$

Proof. Let $v \in \mathbf{L}^{2}(\Omega)$. Define $q \in H_{f=0}^{1}(\Omega)$ be such that $(\nabla q, \nabla r)=(v, \nabla r)$ for all $r$ in $H_{j=0}^{1}(\Omega)$. It is clear that

$$
\|q\|_{H^{1}} \leq c\|v\|_{\mathbf{L}^{2}}
$$

Assume moreover that $v \in \mathbf{H}_{0}^{1}(\Omega)$, then $q$ solves the homogeneous Neumann problem

$$
\Delta q=\nabla \cdot v,\left.\quad \partial_{n} q\right|_{\Gamma}=0
$$

Owing to the regularity hypothesis on $\Omega$, the regularity theory of elliptic operators implies

$$
\|q\|_{H^{2}} \leq c\|v\|_{\mathbf{H}^{1}}
$$

Then, by interpolation, we obtain

$$
\|q\|_{H^{1+s}} \leq c\|v\|_{\tilde{\mathbf{H}}_{0}^{s}}, \quad \forall v \in \widetilde{\mathbf{H}}_{0}^{s}(\Omega)
$$

Then we define $P v=v-\nabla q$. The triangle inequality yields $\|P v\|_{\mathbf{H}^{s}} \leq\|v\|_{\mathbf{H}^{s}}+$ $\|\nabla q\|_{\mathbf{H}^{s}} \leq c\|v\|_{\tilde{\mathbf{H}}_{0}^{s}}$.

### 1.4. The Stokes operator

Let us define the unbounded vector-valued Laplace operator $-\Delta: \mathbf{D}(\Delta):=\mathbf{H}_{0}^{1}(\Omega) \cap$ $\mathbf{H}^{2}(\Omega) \rightarrow \mathbf{L}^{2}(\Omega)$. We introduce the so-called Stokes operator $A: \mathbf{D}(A):=\mathbf{V}^{2} \rightarrow \mathbf{V}^{0}$ by setting $A=-\left.P \Delta\right|_{\mathbf{V}^{2}}$. We assume that the domain $\Omega$ is such that there is $c>0$

$$
\begin{equation*}
\forall v \in \mathbf{V}^{2}, \quad\|v\|_{\mathbf{H}^{2}} \leq c\|A v\|_{\mathbf{L}^{2}} \tag{1.9}
\end{equation*}
$$

This property holds in two and three dimensions $(d=2,3)$ whenever $\Omega$ is convex or of class $\mathcal{C}^{1,1}$, see [6, Thm 6.3].

It follows from (1.9) that $A$ is closed. Moreover, it is positive and self-adjoint and its inverse is compact. We denote by $\left(\phi_{k}, \lambda_{k}\right)_{k>1}$ the eigenpairs of $A$ so that the family $\left(\phi_{k}\right)_{k \geq 1}$ forms an orthonormal basis for $\overline{\mathbf{V}}^{0}$. Following [7] we define

$$
\begin{equation*}
\mathbf{E}=\left\{v=\sum_{k=1}^{N} v_{k} \phi_{k} ; N \in \mathbb{N} ;\left(v_{1}, \ldots, v_{N}\right) \in \mathbb{R}^{N}\right\} \tag{1.10}
\end{equation*}
$$

and for all $s \in \mathbb{R}$ we denote by $\mathbf{E}^{s}$ the completion of $\mathbf{E}$ in the norm

$$
\begin{equation*}
\left(\sum_{j=1}^{\infty} \lambda_{k}^{s}\left|v_{k}\right|^{2}\right)^{\frac{1}{2}}=\left(A^{s} v, v\right)^{\frac{1}{2}} \tag{1.11}
\end{equation*}
$$

It is clear that $\mathbf{E}^{s}=\mathbf{V}^{s}$, for $s=0,1,2$. We henceforth introduce the notation $\mathbf{V}^{s}:=\mathbf{E}^{s}$ for all $s \in \mathbb{R}$ and we set $\|v\|_{\mathbf{V}^{s}}:=\left(A^{s} v, v\right)^{\frac{1}{2}}$. Using the $K$-interpolation method, it can be shown also that $\left\{\mathbf{V}^{s}\right\}_{s \in \mathbb{R}}$ forms an Hilbert scale.

## 2. The discrete setting and preliminaries

We introduce in this section a discrete approximation setting and we prepare the ground for the main result of $\S 4$, i.e., Theorem 4.1

### 2.1. The discrete setting

We assume that we have at hand two families of finite-dimensional spaces, $\left\{\mathbf{X}_{h}\right\}_{h>0}$ and $\left\{M_{h}\right\}_{h>0}$ such that $\mathbf{X}_{h} \subset \mathbf{H}_{0}^{1}(\Omega)$ and $M_{h} \subset L_{f=0}^{2}(\Omega)$. To avoid irrelevant technicalities we assume $M_{h} \subset H_{f=0}^{1}(\Omega)$.

The spaces $\left\{\mathbf{X}_{h}\right\}_{h>0}$ and $\left\{M_{h}\right\}_{h>0}$ have approximating properties in the sense that there is a constant $c$ uniform in $h$ such that for all $\forall l, s, 0 \leq l \leq \min (1, s)$, $l \leq s \leq 2$,

$$
\begin{array}{ll}
\forall v \in \widetilde{\mathbf{H}}_{0}^{s}(\Omega), & \inf _{v_{h} \in \mathbf{X}_{h}}\left\|v-v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{z^{l}}} \leq c h^{s-l}\|v\|_{\tilde{\mathbf{H}}_{0}^{s}} \\
\forall q \in \mathbf{H}_{\int=0}^{s}(\Omega), & \inf _{q h} \in M_{h} \tag{2.2}
\end{array}\left\|q-q_{h}\right\|_{H^{l}} \leq c h^{s-l}\|q\|_{H^{s}} .
$$

We moreover assume that the following inverse inequality holds: There is a positive non-decreasing function $c_{u}$, uniform in $h$, such that for all $s \in\left[0, \frac{3}{2}\right)$

$$
\begin{equation*}
\forall v_{h} \in \mathbf{X}_{h}, \quad\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c_{u}(s) h^{-s}\left\|v_{h}\right\|_{\mathbf{L}^{2}} \tag{2.3}
\end{equation*}
$$

We assume also that the $L^{2}$-projection $\pi_{h}: \mathbf{L}^{2}(\Omega) \longrightarrow \mathbf{X}_{h}$ onto $\mathbf{X}_{h}$ is stable on $\widetilde{\mathbf{H}}_{0}^{s}(\Omega)$, for $0 \leq s<\frac{3}{2}$, i.e., there is a positive non-decreasing function $c_{u}$, uniform in $h$, so that

$$
\begin{equation*}
\forall v \in \widetilde{\mathbf{H}}_{0}^{s}(\Omega), \quad\left\|\pi_{h} v\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c_{u}(s)\|v\|_{\tilde{\mathbf{H}}_{0}^{s}} \tag{2.4}
\end{equation*}
$$

for all $s \in\left[0, \frac{3}{2}\right)$.
Remark 2.1. The hypotheses (2.3) is usually satisfied when $\mathbf{X}_{h}$, and $M_{h}$ are constructed by using finite elements on quasi-uniform meshes. By redoing carefully the computation in [2, Appendix] we can show that $c_{u}(s) \sim(1-2 s)^{-\frac{1}{2}}$. The hypothesis (2.4) can be proved to hold on quasi-uniform meshes also by using Lemma A. 3 with $\rho_{h}=\pi_{h}$ and $T_{h}=\pi_{h}$.

### 2.2. Discrete projections and Laplace operator

Let $E_{h}: \mathbf{H}_{0}^{1}(\Omega) \longrightarrow \mathbf{X}_{h}$ be the so-called elliptic projection defined by

$$
\begin{equation*}
\left(\nabla E_{h} x, \nabla x_{h}\right)=\left(\nabla x, \nabla x_{h}\right), \quad \forall x \in \mathbf{H}_{0}^{1}(\Omega), \forall x_{h} \in \mathbf{X}_{h} . \tag{2.5}
\end{equation*}
$$

Lemma 2.1. There is a $c$ independent of $h$ such that $\forall l, s, 0 \leq l \leq \min (1, s)$, $l \leq s \leq 2$,

$$
\begin{equation*}
\left\|E_{h} x-x\right\|_{\tilde{\mathbf{H}}_{0}^{l}} \leq c h^{s-l}\|x\|_{\tilde{\mathbf{H}}_{0}^{s}}, \quad \forall x \in \widetilde{\mathbf{H}}_{0}^{s}(\Omega) . \tag{2.6}
\end{equation*}
$$

Proof. This is a standard result when $l$ is integer; see e.g. [8]. The result follows by interpolation for non-integer $l$ in $(0,1)$.

We also assume that the family $\left(\mathbf{X}_{h}\right)_{h>0}$ is such that $E_{h}$ is uniformly $\mathbf{H}^{s}$-stable for $s \in\left[1, \frac{3}{2}\right)$, i.e., there is a positive non-decreasing function $c_{u}$, independent of $h$, such that

$$
\begin{equation*}
\left\|E_{h} v\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c_{u}(s)\|\mathbf{v}\|_{\tilde{\mathbf{H}}_{0}^{s}}, \tag{2.7}
\end{equation*}
$$

for all $v$ in $\widetilde{\mathbf{H}}_{0}^{s}(\Omega)$. When the spaces $\left(\mathbf{X}_{h}\right)_{h>0}$ are finite-element-based, this assumption is known to hold under quite weak regularity requirements on the underlying mesh family, see [2] or Lemma A. 3 with $\rho_{h}=\pi_{h}$ and $T_{h}=E_{h}$.

We define the discrete Laplace operator $\Delta_{h}: \mathbf{X}_{h} \longrightarrow \mathbf{X}_{h}$ as follows:

$$
\left(\Delta_{h} x_{h}, y_{h}\right)=-\left(\nabla x_{h}, \nabla y_{h}\right), \quad \forall x_{h}, y_{h} \in \mathbf{X}_{h} .
$$

Clearly the four operators $\Delta_{h}, E_{h}, \pi_{h}$, and $\Delta$ are related by

$$
\begin{equation*}
\Delta_{h} E_{h} x=\pi_{h} \Delta x, \quad \forall x \in \mathbf{D}(\Delta) . \tag{2.8}
\end{equation*}
$$

In other words the following diagram commutes:


The operator $-\Delta_{h}$ is self-adjoint and positive definite so we can define $\left(-\Delta_{h}\right)^{s}$ for all $s \in \mathbb{R}$ and the following norm makes sense

$$
\begin{equation*}
\left\|v_{h}\right\|_{\mathbf{X}_{h}^{s}}:=\left(\left(-\Delta_{h}\right)^{s} v_{h}, v_{h}\right)^{\frac{1}{2}}, \quad \forall v_{h} \in \mathbf{X}_{h} . \tag{2.10}
\end{equation*}
$$

We denote by $\mathbf{X}_{h}^{s}$ the vector space $\mathbf{X}_{h}$ equipped with this norm. $\mathbf{X}_{h}^{s}$ is clearly a Hilbert space. The family $\left\{\mathbf{X}_{h}^{s}\right\}_{s \in \mathbb{R}}$ is a Hilbert scale in the sense of Lions and Peetre [17], [16], [3, Appendix A].

Lemma 2.2. Under the above assumptions, there is a positive non-increasing function $c_{l}$ and there is a positive non-decreasing function $c_{u}$, both uniform in $h$, such that for all $s \in\left(-\frac{3}{2}, \frac{3}{2}\right)$,

$$
\begin{equation*}
\forall v_{h} \in \mathbf{X}_{h}, \quad c_{l}(|s|)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq\left\|v_{h}\right\|_{\mathbf{x}_{h}^{s}} \leq c_{u}(|s|)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} . \tag{2.11}
\end{equation*}
$$

For completeness, we sketch a proof of this result in Appendix A.

### 2.3. Compatibility between $X_{h}$ and $M_{h}$

We assume that $\mathbf{X}_{h}$ and $M_{h}$ are compatible in the sense that there is a constant $c>0$ independent of $h$ such that

$$
\begin{equation*}
\forall q_{h} \in M_{h}, \quad\left\|\pi_{h} \nabla q_{h}\right\|_{\mathbf{L}^{2}} \geq c\left\|\nabla q_{h}\right\|_{L^{2}} . \tag{2.12}
\end{equation*}
$$

This inequality can also be equivalently rewritten as

$$
\begin{equation*}
\forall q_{h} \in M_{h}, \quad \sup _{0 \neq v_{h} \in \mathbf{X}_{h}} \frac{\left(\nabla q_{h}, v_{h}\right)}{\left\|v_{h}\right\|_{\mathbf{L}^{2}}} \geq c\left\|\nabla q_{h}\right\|_{\mathbf{L}^{2}} \tag{2.13}
\end{equation*}
$$

A first consequence of this hypothesis is that $\mathbf{X}_{h}$ and $M_{h}$ satisfy the so-called LBB condition, see e.g. [8].

Lemma 2.3. Assume that (2.1) holds with $l=0, s=1$, and (2.3) holds with $s=1$. Then (2.12) implies that there is a constant $c$ independent of $h$ such that

$$
\begin{equation*}
\inf _{q_{h} \in M_{h}} \sup _{0 \neq v_{h} \in \mathbf{X}_{h}} \frac{\left(q_{h}, \nabla \cdot v_{h}\right)}{\left\|q_{h}\right\|_{L^{2}}\left\|v_{h}\right\|_{\mathbf{H}^{1}}} \geq c \tag{2.14}
\end{equation*}
$$

Proof. See the proof of Lemma 2.1 in [10]. The operator $\mathcal{C}_{h}$ can be e.g. the Clément interpolation operator [5] or the Scott-Zhang operator [19].

Lemma 2.4. Hypothesis (2.12) holds in either one of the following situations:
(i) $\mathbf{X}_{h}$ is composed of $\mathbb{P}_{1}$-Bubble $H^{1}$-conforming finite elements and $M_{h}$ is composed of $\mathbb{P}_{1} H^{1}$-conforming finite elements (i.e., the so-called MINI element).
(ii) $\mathbf{X}_{h}$ is composed of $\mathbb{P}_{2} H^{1}$-conforming finite elements and $M_{h}$ is composed of $\mathbb{P}_{1} H^{1}$-conforming finite elements (i.e., the so-called Hood-Taylor element), and no tetrahedron has more than 3 edges on $\partial \Omega$.

Proof. See the proof of Lemma 2.2 in [10].

### 2.4. The Discrete Leray projection and Stokes operator

We now define the space $\mathbf{V}_{h}$ to be the set of discretely divergence free vectors, i.e.,

$$
\begin{equation*}
\mathbf{V}_{h}=\left\{v_{h} \in \mathbf{X}_{h} ;\left(v_{h}, \nabla q_{h}\right)=0, \forall q_{h} \in M_{h}\right\} \tag{2.15}
\end{equation*}
$$

Then let $P_{h}: \mathbf{L}^{2}(\Omega) \longrightarrow \mathbf{V}_{h}$ be the $L^{2}$-projection onto $\mathbf{V}_{h} . P_{h}$ is a discrete version of the Leray projection.

We also introduce the mapping $R_{h}: \mathbf{H}^{1}(\Omega) \longrightarrow \mathbf{V}_{h}$ defined by

$$
\begin{equation*}
\left(\nabla R_{h} v, \nabla v_{h}\right)=\left(\nabla v, \nabla v_{h}\right), \quad \forall v_{h} \in \mathbf{V}_{h} \tag{2.16}
\end{equation*}
$$

Lemma 2.5. Under the hypotheses of Lemma 2.3, there is a constant c independent of $h$ such that

$$
\begin{equation*}
\forall v \in \mathbf{V}^{2}, \quad\left\|R_{h} v-v\right\|_{\mathbf{H}^{1}} \leq c h\|v\|_{\mathbf{H}^{2}} \tag{2.17}
\end{equation*}
$$

Proof. (2.17) is a standard result; see e.g. [8, 4].

We now define the discrete Stokes operator $A_{h}: \mathbf{V}_{h} \longrightarrow \mathbf{V}_{h}$ as follows: For all $u_{h} \in \mathbf{V}_{h}, A_{h} u_{h}$ is the element of $\mathbf{V}_{h}$ such that

$$
\begin{equation*}
\left(A_{h} u_{h}, v_{h}\right)=\left(\nabla u_{h}, \nabla v_{h}\right), \quad \forall v_{h} \in \mathbf{V}_{h} \tag{2.18}
\end{equation*}
$$

Note that $A_{h}=-P_{h} \Delta_{h} \mid \mathbf{v}_{h}$. Observe that the four operators $A_{h}, R_{h}, P_{h}$, and $\Delta$ are related by

$$
\begin{equation*}
A_{h} R_{h} v=-P_{h} \Delta v, \quad \forall v \in D(\Delta) \tag{2.19}
\end{equation*}
$$

An identical argument shows that

$$
\begin{equation*}
A_{h} R_{h} x_{h}=-P_{h} \Delta_{h} x_{h}, \quad \forall x_{h} \in \mathbf{X}_{h} \tag{2.20}
\end{equation*}
$$

In other words the following diagram commutes:


Since $A_{h}$ is self-adjoint and positive definite, the operator $A_{h}^{s}$ is well defined for all $s \in \mathbb{R}$. We equip the vector space $\mathbf{V}_{h}$ with the norm

$$
\begin{equation*}
\left\|v_{h}\right\|_{\mathbf{V}_{h}^{s}}=\left(A_{h}^{s} v_{h}, v_{h}\right)^{\frac{1}{2}} \tag{2.22}
\end{equation*}
$$

and we denote by $\mathbf{V}_{h}^{s}$ the corresponding normed (Hilbert) space. Using the socalled K-interpolation method of Lions and Peetre [17], [16], [3, Appendix A], it is clear that $\left\{\mathbf{V}_{h}^{s}\right\}_{s \in \mathbb{R}}$ is a scale.

## 3. Properties of the discrete Leray projection

The goal of this section is to provide a preliminary result concerning $P_{h}$ that will be used in the proof of Theorem 4.1. The main result of this section is Lemma 3.1.

Lemma 3.1. There is a positive non-decreasing function $c_{u}$, independent of $h$, such that

$$
\begin{equation*}
\forall v \in \mathbf{H}^{s}(\Omega), \quad\left\|P_{h} v\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c_{u}(s)\|v\|_{\tilde{\mathbf{H}}_{0}^{s}}, \quad \forall s \in\left[0, \frac{1}{2}\right) \tag{3.1}
\end{equation*}
$$

Proof. Let $v$ be a member of $\mathbf{H}^{s}(\Omega)=\widetilde{\mathbf{H}}_{0}^{s}(\Omega)$ for $0 \leq s<\frac{1}{2}$. Let $P v$ be the $\mathbf{L}^{2}$-projection of $v$ onto $\mathbf{V}^{0}$. There is a $q \in H_{f=0}^{1}(\Omega)$ such that

$$
(P v, l)+(\nabla q, l)=(v, l), \quad \forall l \in \mathbf{L}^{2}(\Omega)
$$

$$
(\nabla r, P v)=0, \quad \forall r \in H_{f=0}^{1}(\Omega)
$$

The above problem is clearly a well posed mixed problem.
Let $\left(v_{h}, q_{h}\right) \in \mathbf{X}_{h} \times M_{h}$ solve

$$
\begin{aligned}
\left(v_{h}, l_{h}\right)+\left(\nabla q_{h}, l_{h}\right) & =\left(v, l_{h}\right), & & \forall l_{h} \in \mathbf{X}_{h} \\
\left(\nabla r_{h}, v_{h}\right) & =0, & & \forall r_{h} \in M_{h}
\end{aligned}
$$

This is a stable mixed problem by (2.12). Clearly, $v_{h}=P_{h} v$. Thus $P_{h} v$ and $q_{h}$ are the mixed approximations of $P v$ and $q$, respectively. Owing to (2.13) the approximation theory of mixed problems yields (see e.g. [8, 4])

$$
\left\|P v-P_{h} v\right\|_{\mathbf{L}^{2}}+\left\|q-q_{h}\right\|_{H^{1}} \leq c\left(\inf _{w_{h} \in \mathbf{X}_{h}}\left\|P v-w_{h}\right\|_{\mathbf{L}^{2}}+\inf _{r_{h} \in M_{h}}\left\|q-r_{h}\right\|_{H^{1}}\right)
$$

Since $v$ is in $\mathbf{H}^{s}(\Omega)$, Lemma 1.1 implies $P v \in \mathbf{H}^{s}(\Omega)=\widetilde{\mathbf{H}}_{0}^{s}(\Omega), 0 \leq s<\frac{1}{2}$. The approximation hypotheses (2.1)-(2.2) together with the norm equivalence (1.2) then yield

$$
\begin{aligned}
\left\|P v-P_{h} v\right\|_{\mathbf{L}^{2}} & \leq c h^{s}\left(\|P v\|_{\widetilde{\mathbf{H}}_{0}^{s}}+\|q\|_{H^{s+1}}\right) \\
& \leq c h^{s}\left(c_{u}(s)\|P v\|_{\mathbf{H}^{s}}+\|q\|_{H^{s+1}}\right) \leq c_{u}(s) h^{s}\|v\|_{\tilde{\mathbf{H}}_{0}^{s}}
\end{aligned}
$$

Then using the above approximation result together with the approximation and stability properties of $\pi_{h}$ and the inverse inequality (2.3), we infer

$$
\begin{align*}
\left\|P_{h} v\right\|_{\tilde{\mathbf{H}}_{0}^{s}} & \leq\left\|P_{h} v-\pi_{h} P v\right\|_{\tilde{\mathbf{H}}_{0}^{s}}+\left\|\pi_{h} P v\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \\
& \leq c h^{-s}\left\|P_{h} v-\pi_{h} P v\right\|_{\mathbf{L}^{2}}+c^{\prime}\|P v\|_{\tilde{\mathbf{H}}_{0}^{s}}  \tag{3.2}\\
& \leq c h^{-s}\left(\left\|P_{h} v-P v\right\|_{\mathbf{L}^{2}}+\left\|P v-\pi_{h} P v\right\|_{\mathbf{L}^{2}}\right)+c^{\prime}\|P v\|_{\tilde{\mathbf{H}}_{0}^{s}} \\
& \leq c_{u}(s)\|v\|_{\tilde{\mathbf{H}}_{0}^{s}} .
\end{align*}
$$

This completes the proof.

Remark 3.1. Observe that the above result does not hold for $s \geq \frac{1}{2}$. Even if $v$ is in $\widetilde{\mathbf{H}}_{0}^{s}, P v$ is not in $\widetilde{\mathbf{H}}_{0}^{s}$ in general if $s \geq \frac{1}{2}$, i.e., the boundary conditions are lost on $P v$ (the normal component of $P v$ is zero, but the tangential component is not zero). On the other hand, observe that $P_{h} v \in \mathbf{X}_{h} \subset \mathbf{H}_{0}^{1}(\Omega)$. Hence, in general $P_{h} v \in \widetilde{\mathbf{H}}_{0}^{s}$ but $P v \notin \widetilde{\mathbf{H}}_{0}^{s}$ when $s \geq \frac{1}{2}$. This boundary value incompatibility implies that for all $s \geq \frac{1}{2},\left\|P v-P_{h} v\right\|_{\mathbf{L}^{2}} \leq c(\epsilon) h^{\frac{1}{2}-\epsilon}\|v\|_{\tilde{\mathbf{H}}_{0}^{s}}, \forall \epsilon>0$, is the best estimate that can be obtained in general.

## 4. Properties of the discrete Stokes operator

The main result of this section is embodied in Theorem 4.1.

### 4.1. Stability properties of $\boldsymbol{R}_{\boldsymbol{h}}$ on $\mathrm{X}_{\boldsymbol{h}}$

We first derive a discrete counterpart of (1.9).
Lemma 4.1. There is a c independent of $h$ such that

$$
\begin{equation*}
\left\|\Delta_{h} v_{h}\right\|_{\mathbf{L}^{2}} \leq c\left\|A_{h} v_{h}\right\|_{\mathbf{L}^{2}}, \quad \forall v_{h} \in \mathbf{V}_{h} \tag{4.1}
\end{equation*}
$$

Proof. Let $v_{h}$ be a member of $\mathbf{V}_{h}$. Let $(v, p) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{f=0}^{2}(\Omega)$ be the solution of the Stokes problem with data $A_{h} v_{h}$, i.e.,

$$
\begin{aligned}
(\nabla v, \nabla l)+(p, \nabla \cdot l) & =\left(A_{h} v_{h}, l\right), & & \forall l \in \mathbf{H}_{0}^{1}(\Omega) \\
(\nabla \cdot v, q) & =0, & & \forall q \in L_{\int=0}^{2}(\Omega)
\end{aligned}
$$

Let $\left(w_{h}, r_{h}\right) \in \mathbf{X}_{h} \times M_{h}$ be the solution to

$$
\begin{aligned}
\left(\nabla w_{h}, \nabla l_{h}\right)+\left(r_{h}, \nabla \cdot l_{h}\right) & =\left(A_{h} v_{h}, l_{h}\right), & & \forall l_{h} \in \mathbf{X}_{h} \\
\left(\nabla \cdot w_{h}, q_{h}\right) & =0, & & \forall q_{h} \in M_{h}
\end{aligned}
$$

Clearly $w_{h} \in \mathbf{V}_{h}$ and actually $w_{h}=v_{h}$. This means that $v_{h}$ is the Galerkin approximation to $v$. The theory of mixed problems together with (2.14) implies

$$
\left\|v-v_{h}\right\|_{\mathbf{H}^{1}} \leq c h\left(\|v\|_{\mathbf{H}^{2}}+\|p\|_{H^{1}}\right) \leq c h\left\|A_{h} v_{h}\right\|_{\mathbf{L}^{2}}
$$

We then have for $x_{h} \in \mathbf{X}_{h}$,

$$
\begin{aligned}
\left|\left(\nabla v_{h}, \nabla x_{h}\right)\right| & \leq\left|\left(\nabla\left(v_{h}-v\right), \nabla x_{h}\right)\right|+\left|\left(\Delta v, x_{h}\right)\right| \\
& \leq c\left(h\left\|x_{h}\right\|_{\mathbf{H}^{1}}+\left\|x_{h}\right\|_{\mathbf{L}^{2}}\right)\left\|A_{h} v_{h}\right\|_{\mathbf{L}^{2}} \leq c\left\|x_{h}\right\|_{\mathbf{L}^{2}}\left\|A_{h} v_{h}\right\|_{\mathbf{L}^{2}} .
\end{aligned}
$$

Thus,

$$
\left\|\Delta_{h} v_{h}\right\|_{\mathbf{L}^{2}}=\sup _{0 \neq x_{h} \in \mathbf{X}_{h}} \frac{\left(\nabla v_{h}, \nabla x_{h}\right)}{\left\|x_{h}\right\|_{\mathbf{L}^{2}}} \leq c\left\|A_{h} v_{h}\right\|_{\mathbf{L}^{2}}
$$

which completes the proof of the lemma.
We now turn our attention to the discrete operator $R_{h}$. It is obvious that $R_{h}$ is stable on $\mathbf{H}^{1}(\Omega)$. The following lemma shows that it is also stable in $\mathbf{X}_{h}$ in the $\mathbf{L}^{2}(\Omega)$-norm.

Lemma 4.2. There is $c$ independent of $h$ such that

$$
\begin{equation*}
\left\|R_{h} x_{h}\right\|_{\mathbf{L}^{2}} \leq c\left\|x_{h}\right\|_{\mathbf{L}^{2}}, \quad \forall x_{h} \in \mathbf{X}_{h} \tag{4.2}
\end{equation*}
$$

Proof. By (2.21), $A_{h} R_{h}=-P_{h} \Delta_{h}$ when $R_{h}$ and $P_{h}$ are restricted to $\mathbf{X}_{h}$. It follows that $R_{h}=-A_{h}^{-1} P_{h} \Delta_{h}$ and so (4.2) will follow if we show

$$
\left\|R_{h}^{*} v_{h}\right\|_{\mathbf{L}^{2}} \leq c\left\|v_{h}\right\|_{\mathbf{L}^{2}}, \quad \forall v_{h} \in \mathbf{V}_{h}
$$

Here $R_{h}^{*}: \mathbf{V}_{h} \rightarrow \mathbf{X}_{h}$ is the adjoint of $R_{h}$ and is given by $R_{h}^{*}=-\Delta_{h} A_{h}^{-1}$. The above inequality is equivalent to proving

$$
\left\|\Delta_{h} v_{h}\right\|_{\mathbf{L}^{2}} \leq c\left\|A_{h} v_{h}\right\|_{\mathbf{L}^{2}}, \quad \forall v_{h} \in \mathbf{V}_{h}
$$

which is exactly (4.1) in Lemma 4.1.
Remark 4.1. Somewhat similar forms of Lemmas 4.1, 4.2 can also be found in Heywood and Rannacher [13, §4].

### 4.2. Comparing $\widetilde{H}_{0^{-}}{ }^{-}$and $V_{h^{s}}^{s}$-norms

The following theorem is the major result of this section.
Theorem 4.1. There is a positive function $c_{l}>0$, non-decreasing for negative arguments and non-increasing for positive arguments, and a positive non-decreasing function $c_{u}>0$, both independent of $h$, such that the following holds for all $v_{h}$ in $\mathbf{V}_{h}$ :

$$
c_{l}(s)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq\left\|v_{h}\right\|_{\mathbf{V}_{h}^{s}} \leq c_{u}(|s|)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}}, \quad \begin{cases}-\frac{1}{2}<s<\frac{3}{2}, & \text { lower bound }  \tag{4.3}\\ -\frac{3}{2}<s<\frac{3}{2}, & \text { upper bound }\end{cases}
$$

Proof. Step (1). Clearly, for $v_{h} \in V_{h}$, (4.1) means $\left\|v_{h}\right\|_{\mathbf{X}_{h}^{2}} \leq c\left\|v_{h}\right\|_{\mathbf{V}_{h}^{2}}$ and $\left\|v_{h}\right\|_{\mathbf{X}_{h}^{0}} \leq$ $\left\|v_{h}\right\|_{\mathbf{V}_{h}^{0}}$ is evident. The lower bound in (4.3) for $0 \leq s<\frac{3}{2}$ follows by interpolation and (2.11).

Step (2). Applying this bound, we observe that for $-\frac{3}{2}<s \leq 0$,

$$
\left\|v_{h}\right\|_{\mathbf{V}_{h}^{s}}=\sup _{0 \neq \theta \in V_{h}} \frac{\left(v_{h}, \theta\right)}{\|\theta\|_{\mathbf{V}_{h}^{-s}}} \leq \frac{1}{c_{l}(|s|)} \sup _{0 \neq \theta \in V_{h}} \frac{\left(v_{h}, \theta\right)}{\|\theta\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \leq c_{u}(|s|)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}}
$$

This is the upper bound for $-\frac{3}{2}<s \leq 0$.
Step (3). To prove the upper bound for $0 \leq s \leq \frac{3}{2}$, we observe that for all $x_{h} \in \mathbf{X}_{h}$

$$
\left\|R_{h} x_{h}\right\|_{\mathbf{V}_{h}^{2}}=\left\|A_{h} R_{h} x_{h}\right\|_{\mathbf{L}^{2}}=\left\|P_{h} \Delta_{h} x_{h}\right\|_{\mathbf{L}^{2}} \leq\left\|\Delta_{h} x_{h}\right\|_{\mathbf{L}^{2}}=\left\|x_{h}\right\|_{\mathbf{X}_{h}^{2}}
$$

Moreover $\left\|R_{h} x_{h}\right\|_{\mathbf{V}_{h}^{0}} \leq c\left\|x_{h}\right\|_{\mathbf{X}_{h}^{0}}$ owing to Lemma 4.2. By interpolation this gives $\left\|R_{h} x_{h}\right\|_{\mathbf{V}_{h}^{s}} \leq c\left\|x_{h}\right\|_{\mathbf{X}_{h}^{s}}$ for $s \in[0,2]$. By applying this result to $v_{h} \in \mathbf{V}_{h}$, we infer $\left\|v_{h}\right\|_{\mathbf{V}_{h}^{s}} \leq c\left\|x_{h}\right\|_{\mathbf{X}_{h}^{s}}$. Then we conclude using the upper bound in (2.11) for $s \in\left[0, \frac{3}{2}\right)$.

Step (4). Finally, we prove the lower bound for $-\frac{1}{2}<s \leq 0$. Let $v_{h}$ be in $\mathbf{V}_{h}$, then

$$
\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}}=\sup _{0 \neq x \in \tilde{\mathbf{H}}_{0}^{-s}(\Omega)} \frac{\left(v_{h}, x\right)}{\|x\|_{\tilde{\mathbf{H}}_{0}^{-s}}}=\sup _{0 \neq x \in \tilde{\mathbf{H}}_{0}^{-s}} \frac{\left(v_{h}, P_{h} x\right)}{\|x\|_{\tilde{\mathbf{H}}_{0}^{-s}}}
$$

The key estimate in Lemma 3.1 then implies

$$
\begin{aligned}
\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} & \leq c_{u}(|s|) \sup _{0 \neq x \in \mathbf{H}^{-s}} \frac{\left(v_{h}, P_{h} x\right)}{\left\|P_{h} x\right\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \leq c_{u}(|s|) \sup _{0 \neq x_{h} \in \mathbf{V}_{h}} \frac{\left(v_{h}, x_{h}\right)}{\left\|x_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \\
& \leq c_{u}(|s|)\left\|v_{h}\right\|_{\mathbf{V}_{h}^{s}} \sup _{0 \neq x_{h} \in \mathbf{V}_{h}} \frac{\left\|x_{h}\right\|_{\mathbf{V}_{h}^{-s}}}{\left\|x_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \leq c_{u}(|s|)\left\|v_{h}\right\|_{\mathbf{V}_{h}^{s}}
\end{aligned}
$$

where we used the upper estimate in (4.3) for the last inequality. This completes the proof of the theorem.

Similarly we have the following
Corollary 4.1. There is positive non-increasing function $c_{l}>0$ and a positive non-decreasing function $c_{u}>0$, both independent of $h$, such that for all $s \in$ $\left(-\frac{3}{2}, 0\right]$

$$
\begin{equation*}
c_{l}(|s|)\left\|\Delta_{h} v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq\left\|A_{h} v_{h}\right\|_{\mathbf{V}_{h}^{s}} \leq c_{u}(|s|)\left\|\Delta_{h} v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}}, \quad \forall v_{h} \in \mathbf{V}_{h} \tag{4.4}
\end{equation*}
$$

Proof. Let $v_{h}$ be a member of $\mathbf{V}_{h}$. By reasoning as in step (1) of the proof of Theorem 4.1, we infer $\left\|v_{h}\right\|_{\mathbf{X}_{h}^{s+2}} \leq c\left\|v_{h}\right\|_{\mathbf{V}_{h}^{s+2}}$ for $s \in[-2,0]$, i.e.,

$$
\left\|\Delta_{h} v_{h}\right\|_{\mathbf{X}_{h}^{s}} \leq c\left\|A_{h} v_{h}\right\|_{\mathbf{V}_{h}^{s}}
$$

Using the lower bound in (2.11) yields the desired result for $-\frac{3}{2} \leq s<0$.
For the upper bound we reason as in step (3) of the proof of Theorem 4.1 and we have $\left\|R_{h} x_{h}\right\|_{\mathbf{V}_{h}^{s+2}} \leq c\left\|x_{h}\right\|_{\mathbf{X}_{h}^{s+2}}$ for all $x_{h} \in \mathbf{X}_{h}$ and $s \in[-2,0]$. By applying this result to $v_{h} \in \mathbf{V}_{h}$, we infer $\left\|A_{h} v_{h}\right\|_{\mathbf{V}_{h}^{s}} \leq c\left\|\Delta v_{h}\right\|_{\mathbf{X}_{h}^{s}}$. Then we conclude using the upper bound in (2.11) for $s \in\left(-\frac{3}{2}, 0\right]$.

## 5. The semi-discrete time-dependent Stokes problem

We show in this section an application of Theorem 4.1.

### 5.1. Formulation of the problem

Let $(0, T)$ be a time interval ( $T$ is arbitrary). Let $u_{0} \in \mathbf{H}$, let $p \in[1,2], q \in[1,2]$, and $f \in L^{p}\left(0, T ; \mathbf{L}^{q}(\Omega)\right)$, and consider the following non-stationary Stokes problem in weak form

$$
\begin{cases}\partial_{t} u-\Delta u+\nabla p=f, & \text { in } \Omega_{T}  \tag{5.1}\\ \nabla \cdot u=0, & \text { in } \Omega_{T} \\ \left.u\right|_{\Gamma}=0,\left.\quad u\right|_{t=0}=u_{0} . & \end{cases}
$$

where $\Omega_{T}=\Omega \times(0, T)$. It is well known that this classical problem has a unique solution. In particular, if $u_{0}=0$ and $p=q \in(1, \infty)$, and if in addition $\Gamma \in \mathcal{C}^{2}$, it is proved in Solonnikov [21] that the following bound holds

$$
\begin{equation*}
\|\nabla p\|_{L^{p}\left(\Omega_{T}\right)}+\left\|\partial_{t} u\right\|_{L^{p}\left(\Omega_{T}\right)}+\|\Delta u\|_{L^{p}\left(\Omega_{T}\right)} \leq c\|f\|_{L^{p}\left(\Omega_{T}\right)} \tag{5.2}
\end{equation*}
$$

Still under the same additional hypothesis that $\Gamma \in \mathcal{C}^{2}$, the above estimate has been significantly generalized by Sohr and von Wahl [20] to account for different exponents $p \in(1, \infty), q \in(1, \infty)$,

$$
\begin{equation*}
\|\nabla p\|_{L^{p}\left(0, T ; \mathbf{L}^{q}\right)}+\left\|\partial_{t} u\right\|_{L^{p}\left(0, T ; \mathbf{L}^{q}\right)}+\|\Delta u\|_{L^{p}\left(0, T ; \mathbf{L}^{q}\right)} \leq c\|f\|_{L^{p}\left(0, T ; \mathbf{L}^{q}\right)} \tag{5.3}
\end{equation*}
$$

These estimates are important to construct weak solutions to the Navier-Stokes equations that are suitable in the sense of Scheffer [18].

The goal we have in mind now is to derive similar estimates using the discrete (finite-element-like) setting introduced above under the assumption $p \in[1,2], q \in$ [1,2], and assuming that $\Omega$ is regular enough so that the estimates (1.1) and (1.9) hold (it is sufficient that $\Omega$ be convex, i.e., $\Gamma \in \mathcal{C}^{2}$ is not required). The long term program we are pursuing is to eventually extend the results of [10] to homogeneous Dirichlet conditions. The results of [10] hold in the three-dimensional torus only, i.e., for periodic boundary conditions. Proving a discrete counterpart of (5.3) with Dirichlet conditions is a key step in this program. However, since we have not yet been able to handle the discrete setting associated with Dirichlet boundary conditions using the non-Hilbertian $L^{p}$-framework, we are going to reformulate (5.3) using fractional Sobolev spaces. The idea is to use the Fourier transform in time as done in Lions [15, p. 77], i.e., we use Bessel potentials.

Let $H$ be a Hilbert space with norm $\|\cdot\|_{H}$. Let $\delta, 1 \leq \delta<\infty$, and define $L^{\delta}(\mathbb{R} ; H)=\left\{\psi: \mathbb{R} \ni t \longmapsto \psi(t) \in H ; \int_{-\infty}^{+\infty}\|\psi(t)\|_{H}^{\delta} d t<\infty\right\}$. For all $\psi \in L^{1}(\mathbb{R} ; H)$, denote by $\hat{\psi}(k)=\int_{-\infty}^{+\infty} \psi(t) e^{-2 i \pi k t} d t$ for all $k \in \mathbb{R}$. The Fourier transform is extended to the space of tempered distributions with values in $H$, say $\mathcal{S}^{\prime}(\mathbb{R} ; H)$. We shall make use of the following

Lemma 5.1 (Hausdorff-Young Inequality). There is $c>0$ such that for all $\delta \in$ $[1,2]$, and for all $\psi \in L^{\delta}(\mathbb{R} ; H) \cap L^{1}(\mathbb{R} ; H)$,

$$
\begin{equation*}
\|\hat{\psi}\|_{L^{\delta^{\prime}}(\mathbb{R} ; H)} \leq c\|\psi\|_{L^{\delta}(\mathbb{R} ; H)}, \quad \frac{1}{\delta}+\frac{1}{\delta^{\prime}}=1 \tag{5.4}
\end{equation*}
$$

Following [16, p. 21], we now define,

$$
\begin{equation*}
H^{\gamma}(\mathbb{R} ; H)=\left\{v \in \mathcal{S}^{\prime}(\mathbb{R} ; H) ; \int_{-\infty}^{+\infty}(1+|k|)^{2 \gamma}\|\hat{v}\|_{H}^{2} d k<+\infty\right\} \tag{5.5}
\end{equation*}
$$

that we equip with the norm

$$
\begin{equation*}
\|v\|_{H^{\gamma}(\mathbb{R} ; H)}^{2}:=\int_{-\infty}^{+\infty}(1+|k|)^{2 \gamma}\|\hat{v}\|_{H}^{2} d k \tag{5.6}
\end{equation*}
$$

The space $H^{\gamma}((0, T) ; H)$ is composed of those tempered distributions in $\mathcal{S}^{\prime}((0, T) ; H)$ that can be extended to $\mathcal{S}^{\prime}(\mathbb{R} ; H)$ and whose extension is in $H^{\gamma}(\mathbb{R} ; H)$. The norm in $H^{\gamma}((0, T) ; H)$ is the quotient norm, i.e.,

$$
\begin{equation*}
\|v\|_{H^{\gamma}((0, T) ; H)}=\inf _{\substack{\tilde{v}=u \\ \text { a.e. on }(0, T)}}\|\tilde{v}\|_{H^{\gamma}(\mathbb{R} ; H)} \tag{5.7}
\end{equation*}
$$

Henceforth for all $p \in[1,2]$ and all $q \in[1,2]$ we set

$$
s:=s(q):=d\left(\frac{1}{q}-\frac{1}{2}\right), \quad \bar{r}:=\frac{1}{p}-\frac{1}{2}
$$

This definition of $s$ implies that the embedding $\mathbf{H}^{s}(\Omega) \subset \mathbf{L}^{q^{\prime}}(\Omega)$ holds, where $\frac{1}{q^{\prime}}+\frac{1}{q}=1$. Note that the embedding $\widetilde{\mathbf{H}}_{0}^{s}(\Omega) \subset \mathbf{H}^{s}(\Omega)$ (if $s \in[0,2]$ ) being continuous implies that the embedding $\mathbf{L}^{q}(\Omega) \subset \widetilde{\mathbf{H}}_{0}^{-s}(\Omega)$ is also continuous. The Hausdorff-Young inequality then implies

$$
\begin{equation*}
f \in L^{p}\left((0, T) ; \mathbf{L}^{q}(\Omega)\right) \subset H^{-r}\left((0, T) ; \widetilde{\mathbf{H}}_{0}^{-s}(\Omega)\right), \quad \forall r>\bar{r} \tag{5.8}
\end{equation*}
$$

Our goal now is to derive estimates in spaces like $H^{-r}\left((0, T) ; \widetilde{\mathbf{H}}_{0}^{-s}(\Omega)\right)$.

### 5.2. The a priori estimates

In addition to $f \in L^{p}\left((0, T+1) ; \mathbf{L}^{q}(\Omega)\right)$, we also assume $u_{0}=0$ and $f \in$ $L^{1}\left((0, T+1) ; \mathbf{H}^{-1}(\Omega)\right)$. These two hypotheses could be avoided at the price of additional irrelevant technicalities. The approximate counterpart of (5.1) is as follows:

$$
\left\{\begin{array}{l}
\partial_{t} u_{h}+A_{h} u_{h}=P_{h} f, \quad \text { a.e. } t \in(0, T+1)  \tag{5.9}\\
\left.u_{h}\right|_{t=0}=0 .
\end{array}\right.
$$

We start by proving a series of key estimates.
Lemma 5.2. Assume $s(q) \in\left[0, \frac{3}{2}\right)$. There is $c$ independent of $h$ so that

$$
\begin{equation*}
\left\|\partial_{t} u_{h}\right\|_{H^{-r}\left((0, T) ; \mathbf{V}_{h}^{-s}\right)}+\left\|A_{h} u_{h}\right\|_{H^{-r}\left((0, T) ; \mathbf{V}_{h}^{-s}\right)} \leq c, \quad \forall r>\bar{r} \tag{5.10}
\end{equation*}
$$

Moreover, if $\left\|u_{h}\right\|_{L^{2}\left((0, T) ; \mathbf{H}_{0}^{1}(\Omega)\right)}$ is uniformly bounded, the following uniform estimates also hold:

$$
\begin{equation*}
\left\|\partial_{t} u_{h}\right\|_{H^{\tau-1}\left((0, T) ; \mathbf{V}_{h}^{-\alpha}\right)}+\left\|u_{h}\right\|_{H^{\tau}\left((0, T) ; \mathbf{V}_{h}^{-\alpha}\right)} \leq c \tag{5.11}
\end{equation*}
$$

for all $\alpha, 0 \leq \alpha \leq s \leq 1+2 \alpha$, and for all $\tau<\bar{\tau}:=\frac{1+\alpha}{1+s}\left(\frac{3}{2}-\frac{1}{p}\right)$; and

$$
\begin{equation*}
\left\|A_{h} u_{h}\right\|_{H^{-\rho}\left((0, T) ; \mathbf{V}_{h}^{-\alpha}\right)} \leq c \tag{5.12}
\end{equation*}
$$

for all $\alpha, 2 \alpha-1 \leq s \leq \alpha$, for all $\rho>\bar{\rho}:=\frac{1-\alpha}{1-s}\left(\frac{1}{p}-\frac{1}{2}\right)$.

Proof. (1) By taking the scalar product of (5.9) with $A_{h}^{-1} u_{h}$ we infer (using $\left.\left\|P_{h} f\right\|_{\mathbf{V}_{h}^{-1}} \leq c\|f\|_{\mathbf{H}^{-1}}\right)$

$$
\frac{1}{2} d_{t}\left\|u_{h}\right\|_{\mathbf{V}_{h}^{-1}}^{2}+\left\|u_{h}\right\|_{\mathbf{L}^{2}}^{2} \leq\left\|P_{h} f\right\|_{\mathbf{V}_{h}^{-1}}\left\|u_{h}\right\|_{\mathbf{V}_{h}^{-1}} \leq c\|f\|_{\mathbf{H}^{-1}}\left\|u_{h}\right\|_{\mathbf{V}_{h}^{-1}}
$$

Then, since $\|f\|_{L^{1}\left(\mathbf{H}^{-1}\right)}$ is bounded, the Gronwall Lemma yields

$$
\left\|u_{h}\right\|_{L^{\infty}\left(\mathbf{V}_{h}^{-1}\right)}+\left\|u_{h}\right\|_{L^{2}\left(\mathbf{L}^{2}\right)} \leq c .
$$

Recalling that $p \in[1,2]$ and $q \in[1,2]$, this bound clearly implies

$$
\begin{equation*}
\left\|u_{h}\right\|_{L^{p}\left(\mathbf{L}^{q}\right)} \leq c \tag{5.13}
\end{equation*}
$$

(2) Extension. We extend $u_{h}$ and $f$ by zero on $(-\infty, 0]$ and $(T+1,+\infty)$, and we slightly abuse the notation by still denoting these extensions by $u_{h}$ and $f_{h}$, respectively. Let $\varphi \in \mathcal{C}^{\infty}(\mathbb{R})$ be an infinitely smooth function compactly supported on $(-1, T+1)$ and equal to 1 on $[0, T]$. We now set $\tilde{u}_{h}=\varphi u_{h}$ and $\tilde{f}=\varphi f+\varphi^{\prime} u_{h}$. It is clear that $\tilde{u}_{h}$ and $\tilde{f}$ are well defined on the time interval $(-\infty,+\infty)$, and (5.13) implies that $\|\tilde{f}\|_{L^{p}\left((0, T) ; \tilde{\mathbf{H}}_{0}^{-s}\right)}$ is uniformly bounded. The approximate problem takes the following form in $\mathcal{S}^{\prime}\left(\mathbb{R} ; \mathbf{V}_{h}\right)$ :

$$
\frac{d}{d t} \tilde{u}_{h}+A_{h} \tilde{u}_{h}=P_{h} \tilde{f}
$$

Then, denoting by $\hat{u}_{h}$ and $\hat{f}$ the Fourier transform of $\tilde{u}_{h}$ and $\tilde{f}$, respectively, and upon taking the Fourier transform of the above equation, we obtain

$$
\begin{equation*}
2 i \pi k \hat{u}_{h}+A_{h} \hat{u}_{h}=P_{h} \hat{f} \tag{5.14}
\end{equation*}
$$

(3) Bound (5.11). Let $\alpha \in \mathbb{R}^{+}$. Testing the above equation with the complex conjugate of $A_{h}^{-\alpha} \hat{u}_{h}$ and taking the imaginary part of the result yields

$$
2 \pi|k|\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2} \leq\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}\left\|A_{h}^{-\alpha} u_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} .
$$

Using the lower bound in (4.3) for $s \in\left[0, \frac{3}{2}\right)$, we obtain

$$
\begin{aligned}
|k|\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2} & \leq c\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}\left\|A_{h}^{-\alpha} \hat{u}_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c^{\prime}\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}\left\|A_{h}^{-\alpha} \hat{u}_{h}\right\|_{\mathbf{V}_{h}^{s}} \\
& \leq c^{\prime}\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{s-2 \alpha}} .
\end{aligned}
$$

Assume $\alpha \leq s \leq 1+2 \alpha$, then by interpolation we obtain

$$
\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{s-2 \alpha}} \leq\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{\gamma}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{1}}^{1-\gamma},
$$

where $\gamma=\frac{2 \alpha+1-s}{1+\alpha}$. Inserting this inequality in the previous estimate yields

$$
|k|\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2-\gamma} \leq c^{\prime}\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{1}}^{1-\gamma}
$$

This in turn implies

$$
|k|^{\frac{2}{2-\gamma}}(1+|k|)^{-\mu}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2} \leq c(1+|k|)^{-\mu}\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}^{\frac{2}{2-\gamma}}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{1}}^{\frac{2(1-\gamma)}{2-\gamma}}
$$

where $\mu \in\left[0, \frac{2}{2-\gamma}\right]$ is still arbitrary. We now integrate over $\mathbb{R}$ with respect to $k$,

$$
\int_{-\infty}^{+\infty} \frac{|k|^{\frac{2}{2-\gamma}}}{(1+|k|)^{\mu}}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2} d k \leq c\left\|_{(1+|k|)^{\mu}}\right\|_{L^{e}}\left\|\hat{f}_{h}\right\|_{L^{\frac{2}{2-\gamma}}}^{\frac{2}{2-\gamma}\left(\tilde{\mathbf{H}}_{0}^{-s}\right)},\left\|\hat{u}_{h}\right\|_{L^{\frac{2(1-\gamma)}{2-\gamma}(1-\gamma)}}^{\frac{2-\gamma}{2-\gamma}}\left(\mathbf{V}_{h}^{1}\right),
$$

where $\frac{1}{\ell}+\frac{1}{m}+\frac{1}{n}=1$. The first integral in the right-hand side is bounded provided $\mu \ell>1$. Furthermore, we set $m$ and $n$ so that $p^{\prime}=\frac{2 m}{2-\gamma}$ and $2=\frac{2 n(1-\gamma)}{2-\gamma}$. The Hausdorff-Young Inequality together with the embedding $\mathbf{L}^{q}(\Omega) \subset \widetilde{\mathbf{H}}_{0}^{-s}(\Omega)$ then implies

$$
\int_{-\infty}^{+\infty}(1+|k|)^{2 \tau}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2} d k \leq c\left(1+\left\|\tilde{f}_{h}\right\|_{L^{p}\left((-\infty,+\infty) ; \mathbf{L}^{q}\right)}^{\frac{2}{2-\gamma}}\left\|\tilde{u}_{h}\right\|_{L^{2}\left((-\infty,+\infty) ; \mathbf{H}^{1}\right)}^{\frac{2(1-\gamma)}{2 \gamma}}\right),
$$

where $\tau=\frac{1}{2-\gamma}-\frac{\mu}{2}<\frac{1}{2}\left(\frac{2}{2-\gamma}-\frac{1}{\ell}\right)$. Owing to the definition of $\tilde{u}_{h}$ and $\tilde{f}$, this and $u_{h}$ being uniformly bounded in $L^{2}\left((0, T) ; \mathbf{H}^{1}(\Omega)\right)$ imply

$$
\begin{equation*}
\left\|\partial_{t} u_{h}\right\|_{H^{\tau-1}\left((0, T) ; \mathbf{V}_{h}^{-\alpha}\right)}+\left\|u_{h}\right\|_{H^{\tau}\left((0, T) ; \mathbf{V}_{h}^{-\alpha}\right)} \leq c . \tag{5.15}
\end{equation*}
$$

The bound on $\partial_{t} u_{h}$ is obtained by using $\widehat{\partial_{t} u_{h}}=2 i \pi k \hat{u}_{h}$.
By collecting the definitions of $\gamma, l, m$, and $n$, we deduce that the above inequality holds for all $\tau$ and $\alpha$ such that

$$
\tau<\bar{\tau}:=\frac{1+\alpha}{1+s}\left(\frac{3}{2}-\frac{1}{p}\right), \quad \text { and } \quad 0 \leq \alpha \leq s \leq 1+2 \alpha .
$$

(4) Bound (5.12). Multiply (5.14) by $A_{h}^{1-\alpha} \hat{u}_{h}$ and take the real part to obtain

$$
\left\|A_{h} \hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2} \leq\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}\left\|A_{h}^{1-\alpha} \hat{u}_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq\|\hat{f}\|_{\tilde{\mathbf{H}}_{0}^{-s}}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{2+s-2 \alpha}}
$$

Note again that we used the lower bound in (4.3) for $s \in\left[0, \frac{3}{2}\right.$ ). Assume now that $2 \alpha-1 \leq s \leq \alpha$, then by interpolation we obtain

$$
\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{2+s-2 \alpha}} \leq\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{1}}^{1-\delta}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{2-\alpha}}^{\delta}
$$

where $\delta=\frac{1+s-2 \alpha}{1-\alpha}$. Inserting this inequality in the previous estimate yields

$$
\left\|A_{h} \hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2-\delta} \leq c\|\hat{f}\|_{\mathbf{H}^{-s}}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{1}}^{1-\delta} .
$$

This in turn implies

$$
\frac{1}{(1+|k|)^{\nu}}\left\|A_{h} \hat{u}_{h}\right\|_{\mathbf{V}_{h}^{-\alpha}}^{2} \leq c \frac{1}{(1+|k|)^{\nu}}\|\hat{f}\|_{\mathbf{H}^{-s}}^{\frac{2-\delta}{2-s}}\left\|\hat{u}_{h}\right\|_{\mathbf{V}_{h}^{1}}^{\frac{2(1-\delta)}{2-\delta}}
$$

where $\nu \geq 0$ is still arbitrary. By proceeding as in step (3) we finally infer

$$
\begin{equation*}
\left\|A_{h} u_{h}\right\|_{H^{-\rho}\left((0, T) ; \mathbf{V}_{h}^{-\alpha}\right)} \leq c, \tag{5.16}
\end{equation*}
$$

for all $\alpha$ and $\rho$ such that

$$
\rho>\bar{\rho}:=\frac{1-\alpha}{1-s}\left(\frac{1}{p}-\frac{1}{2}\right), \quad \text { and } \quad 2 \alpha-1 \leq s \leq \alpha .
$$

(5) The estimate $A_{h} u_{h}$ in (5.10) is obtained by using $\alpha=s$ in (5.16), i.e., $\delta=1$. The estimate on $\partial_{t} u_{h}$ in (5.10) is obtained by using $\alpha=s$ in (5.15).

We are now in measure to conclude by stating the discrete counterpart of the Sohr and von Wahl estimates (5.3). The following Theorem is the main result of this section.

Theorem 5.1. Assume $s(q) \in\left[0, \frac{3}{2}\right)$. There is $c$ independent of $h$ so that for all $r>\bar{r}$

$$
\begin{equation*}
\left\|\Delta_{h} u_{h}\right\|_{H^{-r}\left((0, T) ; \tilde{\mathbf{H}}_{0}^{-s}\right)} \leq c . \tag{5.17}
\end{equation*}
$$

If $q$ is such that $s(q)<\frac{1}{2}$, then

$$
\begin{equation*}
\left\|\partial_{t} u_{h}\right\|_{H^{-r}\left((0, T) ; \tilde{\mathbf{H}}_{0}^{-s}\right)} \leq c \tag{5.18}
\end{equation*}
$$

Moreover, if $\left\|u_{h}\right\|_{L^{2}\left((0, T) ; \mathbf{H}_{0}^{1}(\Omega)\right)}$ is uniformly bounded, the following uniform estimates also hold:

$$
\begin{equation*}
\left\|\partial_{t} u_{h}\right\|_{H^{\tau-1}\left((0, T) ; \tilde{\mathbf{H}}_{0}^{-\alpha}\right)}+\left\|u_{h}\right\|_{H^{\tau}\left((0, T) ; \tilde{\mathbf{H}}_{0}^{-\alpha}\right)} \leq c, \tag{5.19}
\end{equation*}
$$

for all $\tau<\bar{\tau}=\frac{1+\alpha}{1+s}(1-\bar{r})$ and all $\alpha \in\left[0, \frac{1}{2}\right)$ such that $s \in[\alpha, 1+2 \alpha]$; and

$$
\begin{equation*}
\left\|\Delta_{h} u_{h}\right\|_{H^{-\rho}\left((0, T) ; \tilde{\mathbf{H}}_{0}^{-\alpha}\right)} \leq c, \tag{5.20}
\end{equation*}
$$

for all $\rho>\bar{\rho}=\frac{1-\alpha}{1-s} \bar{r}$ and all $\alpha \in\left[0, \frac{3}{2}\right)$ such that $s \in[2 \alpha-1, \alpha]$.
Proof. The inequality (5.17) is a consequence of the lower bound in (4.4) together with (5.10). The inequality (5.18) is a consequence of the lower bound in (4.3) in Theorem 4.1 together with (5.10). The rest of the proof follows along the same lines.

Remark 5.1. The hypothesis $f \in L^{1}\left((0, T+1) ; \mathbf{H}^{-1}(\Omega)\right)$ is not really necessary. It is just meant to deduce an easy bound on $u_{h}$ in $L^{2}\left((0, T+1) ; \mathbf{L}^{2}(\Omega)\right)$ to guaranty that the extension $\tilde{f}$ is bounded in $L^{p}\left(\mathbb{R} ; \mathbf{H}^{-s}(\Omega)\right)$, see (5.13). This type of bound could be deduced without this hypothesis by invoking more involved arguments. Modulo more technicalities, the hypothesis $u_{0}=0$ can be removed by assuming $u_{0} \in \mathbf{D}\left(A^{2-s}\right)$.

Remark 5.2. Working with fractional exponents of the Stokes operator is not the most elegant way to treat the above problem. It would be more satisfactory to directly deduce $L^{p}\left(\mathbf{L}^{q}\right)$ estimates, but this necessitates a $L^{p}\left(\mathbf{L}^{q}\right)$ theory of the resolvent of the finite-element-based Stokes operator that seems unavailable (or of which we are unaware) at the present time.

### 5.3. Application to the 3D Navier-Stokes equations

Note that when applied to the Navier-Stokes equations in three space dimensions, the restriction $s(q)<\frac{1}{2}$ in Theorem 5.1 makes the bound (5.18) somewhat useless. Actually, in this case the above analysis applies with $f=g-u_{h} \cdot \nabla u_{h}$ where $g$ is a smooth source and $u_{h} \cdot \nabla u_{h}$ is the nonlinear advection term. Since a standard uniform estimate in $L^{\infty}\left((0, T) ; \mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left((0, T) ; \mathbf{H}_{0}^{1}(\Omega)\right)$ holds on $u_{h}$, it comes that $f \in L^{p}\left(0, T ; \mathbf{L}^{q}(\Omega)\right)$ where $p$ and $q$ satisfy the equality $\frac{2}{p}+\frac{3}{q}=4$ and $1 \leq p \leq 2$, $1 \leq q \leq \frac{3}{2}$. The restriction on $q$ yields $\frac{1}{2} \leq s=3\left(\frac{1}{q}-\frac{1}{2}\right) \leq \frac{3}{2}$, which is contradictory with the assumption $s<\frac{1}{2}$ which is needed for the bound (5.18) to hold. This remark is the reason why we have been led to account for the additional uniform estimate $u_{h} \in L^{2}\left((0, T) ; \mathbf{H}_{0}^{1}(\Omega)\right)$ in Theorem 5.1 which gives the more sophisticated estimate (5.19).

Let us illustrate the use of (5.19) in the three-dimensional Navier-Stokes situation. Let us now take $\alpha \in\left[0, \frac{1}{2}\right)$, then

$$
\begin{equation*}
\left\|\partial_{t} u_{h}\right\|_{H^{\tau-1}\left(\mathbf{H}^{-\alpha}\right)}+\left\|u_{h}\right\|_{H^{\tau}\left(\mathbf{H}^{-\alpha}\right)} \leq c \tag{5.21}
\end{equation*}
$$

for all $\tau<\bar{\tau}$ provided $0 \leq \alpha \leq s \leq 1+2 \alpha$ and $s<\frac{3}{2}$. Note that $\bar{\tau}=\frac{1+\alpha}{1+s}\left(\frac{s}{2}+\frac{1}{4}\right)$ owing to the relation $\frac{2}{p}+\frac{3}{q}=4$ and the definition $s=3\left(\frac{1}{q}-\frac{1}{2}\right)$. Observe that $\frac{1+\alpha}{1+s}\left(\frac{s}{2}+\frac{1}{4}\right)$ is maximum at $s=\frac{3}{2}$; as a result, (5.21) holds for all $\tau<\frac{2}{5}(1+\alpha)$ for all $\alpha \in\left[\frac{1}{4}, \frac{1}{2}\right)$.

Let $\epsilon>0$ and $\epsilon^{\prime}>0$ be two small positive numbers, and set $\alpha=\frac{1}{2}-\epsilon$, $s=\frac{3}{2}-\epsilon^{\prime}$. Assume that $\epsilon$ and $\epsilon^{\prime}$ are small enough so that

$$
\begin{equation*}
\alpha \leq s \leq 1+2 \alpha, \quad \frac{2}{5}-\epsilon<\frac{2-\epsilon^{\prime}}{5-2 \epsilon^{\prime}}<\frac{2}{5}+\epsilon . \tag{5.22}
\end{equation*}
$$

Then $\frac{2}{5}+3 \epsilon>1-\frac{1+\alpha}{1+s}\left(\frac{s}{2}+\frac{1}{4}\right)$, and the bound (5.21) can be rewritten as

$$
\begin{equation*}
\left\|u_{h}\right\|_{H^{\frac{3}{5}-3 \epsilon}\left((0, T) ; \mathbf{H}^{-\frac{1}{2}+\epsilon}\right)}+\left\|\partial_{t} u_{h}\right\|_{H^{-\frac{2}{5}-3 \epsilon}\left((0, T) ; \mathbf{H}^{-\frac{1}{2}+\epsilon}\right)} \leq c . \tag{5.23}
\end{equation*}
$$

Note that (5.23) is slightly better than what the Sohr and von Wahl estimate gives by embedding. Actually, taking $q=\frac{3}{2}$, we conjecture that a discrete version of the inequality (5.3) together with (5.8) would give $\left\|\partial_{t} u_{h}\right\|_{H^{-\frac{1}{2}-\epsilon}\left((0, T) ; \mathbf{H}^{-\frac{1}{2}}\right)} \leq c$, for all $\epsilon>0$, which is clearly weaker than (5.23) when $\epsilon$ is close to zero since $-\frac{1}{2}<-\frac{2}{5}$. This is not a surprise since more information on $u_{h}$ has been used to deduce (5.23).

The estimate (5.23) is a key to extend to homogeneous Dirichlet conditions the results of [10], which for the time being holds only in the three-dimensional torus. An important link still missing in this program is an estimate on the pressure that allows for the convergence of the product $p_{h} u_{h}$ in some reasonable sense. To derive such an estimate, set $s=\alpha=\frac{1}{2}$. Then $\frac{1}{p}=1$, and (5.17) yields

$$
\begin{equation*}
\left\|\Delta_{h} u_{h}\right\|_{H^{-\frac{1}{2}-\epsilon}\left((0, T) ; \tilde{\mathbf{H}}_{0}^{-\frac{1}{2}}\right)} \leq c \tag{5.24}
\end{equation*}
$$

for all $\epsilon>0$. This yield a uniform bound on $\left\|p_{h}\right\|_{H^{-\frac{1}{2}-\frac{\epsilon}{2}}\left((0, T) ; \mathbf{H}^{\frac{1}{2}}\right)}$ (note in passing that this is coherent with the estimate $p \in L^{1+\epsilon}\left((0, T) ; L^{\frac{3+3 \epsilon}{1+3 \epsilon}}(\Omega)\right)$ given in $[20$,

Thm 3.3]). This shows that it should be possible to pass to the limit on the product $p_{h} u_{h}$, thus implying that the result of [10] should hold for Dirichlet boundary conditions. These developments are reported in [12].

## A. Proof of Lemma 2.2

Lemma 2.2. There is a non-increasing function $c_{l}>0$ and a non-decreasing function $c_{u}>0$, both uniform in $h$, such that for all $s \in\left(-\frac{3}{2}, \frac{3}{2}\right)$,

$$
\begin{equation*}
c_{l}(|s|)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq\left\|v_{h}\right\|_{\mathbf{X}_{h}^{s}} \leq c_{u}(|s|)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}}, \quad \forall v_{h} \in \mathbf{X}_{h} \tag{A.1}
\end{equation*}
$$

To prove the above lemma, we shall use the following two lemmas.
Lemma A.1. There is constant $c>0$ such that for all $s \in\left(\frac{1}{2}, \frac{3}{2}\right)$,

$$
\begin{equation*}
\forall v \in \widetilde{\mathbf{H}}_{0}^{s}, \quad\|v\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c \sup _{0 \neq x \in \mathbf{H}^{2-s}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega)} \frac{\langle\nabla v, \nabla x\rangle}{\|x\|_{\mathbf{H}^{2-s}}} . \tag{A.2}
\end{equation*}
$$

Here the brackets represent the duality paring between the space $\widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)$ and its dual $\widetilde{\mathbf{H}}_{0}^{-1+s}(\Omega)$.

Lemma A.2. There is a non-decreasing function $c_{u}>0$, uniform in $h$, such that for all $s \in\left[0, \frac{1}{2}\right)$

$$
\begin{equation*}
\left\|E_{h}(v)\right\|_{\tilde{\mathbf{H}}_{0}^{1-s}} \leq c_{u}(s)\|v\|_{\tilde{\mathbf{H}}_{0}^{1-s}}, \quad \forall v \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega) \tag{A.3}
\end{equation*}
$$

Proof of Lemma 2.2. Step (1): The case $s \in[0,1]$ is given in Bank and Dupont [1, Lemma 1]. (The upper bound is a consequence of $\pi_{h}: \mathbf{L}^{2}(\Omega) \longrightarrow \mathbf{X}_{h}^{0}$ and $\pi_{h}:$ $\mathbf{H}_{0}^{1}(\Omega) \longrightarrow \mathbf{X}_{h}^{1}$ being stable (see (2.4)). The lower bound is a consequence of the natural injection $I: \mathbf{X}_{h}^{0} \longrightarrow \mathbf{L}^{2}(\Omega)$, and $I: \mathbf{X}_{h}^{1} \longrightarrow \mathbf{H}_{0}^{1}(\Omega)$ being stable.)

Step (2): The lower bound for $1+s, s \in\left(0, \frac{1}{2}\right)$ is verified as follows. Let $v_{h} \in \mathbf{X}_{h}$. Owing to (A.2), (A.3), and step (1), we get

$$
\begin{aligned}
\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{1+s}} & \leq c \sup _{0 \neq w \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\left\langle\nabla v_{h}, \nabla w\right\rangle}{\|w\|_{\tilde{\mathbf{H}}_{0}^{1-s}}}=c \sup _{0 \neq w \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\left(\nabla v_{h}, \nabla E_{h} w\right)}{\|w\|_{\tilde{\mathbf{H}}_{0}^{1-s}}} \\
& \leq c_{u}(s) \sup _{0 \neq w \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\left(\nabla v_{h}, \nabla E_{h} w\right)}{\left\|E_{h} w\right\|_{\tilde{\mathbf{H}}_{0}^{1-s}} \leq c_{u}(s) \sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(\nabla v_{h}, \nabla w_{h}\right)}{\left\|w_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{1-s}}}} \\
& \leq c_{u}(s) \sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(\nabla v_{h}, \nabla w_{h}\right)}{\left\|w_{h}\right\|_{\mathbf{X}_{h}^{1-s}}^{1-s}}
\end{aligned}
$$

But we also have

$$
\sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(\nabla v_{h}, \nabla w_{h}\right)}{\left\|w_{h}\right\|_{\mathbf{X}_{h}^{1-s}}}=\sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(-\Delta_{h} v_{h}, w_{h}\right)}{\left\|\left(-\Delta_{h}\right)^{\frac{1-s}{2}} w_{h}\right\|_{\mathbf{L}_{2}}}
$$

$$
=\sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(\left(-\Delta_{h}\right)^{\frac{1+s}{2}} v_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{\mathbf{L}_{2}}}=\left\|\left(-\Delta_{h}\right)^{\frac{1+s}{2}} v_{h}\right\|_{\mathbf{L}_{2}}=\left\|v_{h}\right\|_{\mathbf{X}_{h}^{1+s}},
$$

which combined with the previous bound yields the desired result.
Step (3): We next prove the upper bound for $1+s, s \in\left(0, \frac{1}{2}\right)$. We use Step (1) to conclude

$$
\begin{aligned}
\left\|v_{h}\right\|_{\mathbf{X}_{h}^{1+s}} & =\sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(\nabla v_{h}, \nabla w_{h}\right)}{\left\|w_{h}\right\|_{\mathbf{X}_{h}^{1-s}}^{1-s}} \leq \sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left\|\nabla v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}}\left\|\nabla w_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{-s}}}{\left\|w_{h}\right\|_{\mathbf{X}_{h}^{1-s}}} \\
& \leq c \sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{1+s}\left\|w_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{1-s}}}^{\left\|w_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{1-s}}} \leq c\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{1+s}} .}{}
\end{aligned}
$$

Note that this also shows that $c_{u}$ in (A.1) is uniformly bounded on $\left[0, \frac{3}{2}\right]$.
Step (4): We now consider the case $-\frac{3}{2}<s<0$. Using the lower bound just proved for $0<-s<\frac{3}{2}$ yields

$$
\left\|v_{h}\right\|_{\mathbf{X}_{h}^{s}}=\sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(v_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{\mathbf{X}_{h}^{-s}}} \leq c_{u}(s) \sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(v_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \leq c_{u}(s)\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} .
$$

Finally, applying (2.4) and the upper bound just proved for $0<-s<\frac{3}{2}$ gives

$$
\begin{aligned}
\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} & =\sup _{0 \neq w \in \tilde{\mathbf{H}}_{0}^{-s}} \frac{\left(v_{h}, w\right)}{\|w\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \leq c_{u}(s) \sup _{0 \neq w \in \tilde{\mathbf{H}}_{0}^{-s}} \frac{\left(v_{h}, \pi_{h} w\right)}{\left\|\pi_{h} w\right\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \\
& \leq c_{u}(s) \sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(v_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{-s}}} \leq c_{u}(s) \sup _{0 \neq w_{h} \in \mathbf{X}_{h}} \frac{\left(v_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{\mathbf{X}_{h}^{-s}}} \leq c_{u}(s)\left\|v_{h}\right\| \mathbf{X}_{h}^{s} .
\end{aligned}
$$

This completes the proof.
Proof of Lemma A.1. Step (1): Let $s \in\left[0, \frac{1}{2}\right)$ and let $v \in \widetilde{\mathbf{H}}_{0}^{1+s}(\Omega)$ and set $f=-\Delta v$. Clearly $f \in \widetilde{\mathbf{H}}_{0}^{-1+s}(\Omega)$ and elliptic regularity implies that there is a constant $c>0$, independent of $s$, such that $c\|v\|_{\mathbf{H}^{1+s}} \leq\|f\|_{\tilde{\mathbf{H}}_{0}^{-1+s}}$. Hence

$$
\begin{aligned}
c\|v\|_{\mathbf{H}^{1+s}} & \leq\|f\|_{\tilde{\mathbf{H}}_{0}^{-1+s}}=\sup _{0 \neq \phi \in \tilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\langle f, \phi\rangle}{\|\phi\|_{\tilde{\mathbf{H}}_{0}^{1-s}}} \\
& =\sup _{0 \neq \phi \in \tilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\langle-\Delta v, \phi\rangle}{\|\phi\|_{\tilde{\mathbf{H}}_{0}^{1-s}}^{1-s}}=\sup _{0 \neq \phi \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\langle\nabla v, \nabla \phi\rangle}{\|\phi\|_{\tilde{\mathbf{H}}_{0}^{1-s}}^{1-s}} .
\end{aligned}
$$

Note that the last equality holds because $\widetilde{\mathcal{C}}_{0}^{\infty}(\Omega)$ is dense in $\widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)$ for $s \in\left[0, \frac{1}{2}\right)$.
Step (2): Let $s \in\left[0, \frac{1}{2}\right)$. For all $w \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)$, define $x(w) \in \mathbf{H}_{0}^{1}(\Omega)$ solving

$$
\langle\nabla x(w), \nabla y\rangle=(w, y)_{\tilde{\mathbf{H}}_{0}^{1-s}}, \quad \text { for all } y \in \mathbf{H}_{0}^{1}(\Omega)
$$

where $(\cdot, \cdot)_{\tilde{\mathbf{H}}_{0}^{1-s}}$ is the scalar product in $\widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)$. Elliptic regularity implies that there is $c$, independent of $s$, such that

$$
\|x(w)\|_{\tilde{\mathbf{H}}_{0}^{1+s}} \leq c\|w\|_{\tilde{\mathbf{H}}_{0}^{1-s}}, \quad \forall w \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega) .
$$

Let $v \in \mathcal{C}_{0}^{\infty}(\Omega)$. Then

$$
\begin{aligned}
\|v\|_{\tilde{\mathbf{H}}_{0}^{1-s}} & =\sup _{0 \neq w \in \tilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{(v, w)_{\tilde{\mathbf{H}}_{0}^{1-s}}}{\|w\|_{\tilde{\mathbf{H}}_{0}^{1-s}}}=\sup _{0 \neq w \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\langle\nabla v, \nabla x(w)\rangle}{\|w\|_{\tilde{\mathbf{H}}_{0}^{1-s}}} \\
& \leq c \sup _{0 \neq w \in \widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)} \frac{\langle\nabla v, \nabla x(w)\rangle}{\|x(w)\|_{\tilde{\mathbf{H}}_{0}^{1+s}}} \\
& \leq c \sup _{0 \neq x \in \widetilde{\mathbf{H}}_{0}^{1+s}(\Omega)} \frac{\langle\nabla v, \nabla x\rangle}{\|x\|_{\tilde{\mathbf{H}}_{0}^{1+s}}} .
\end{aligned}
$$

The desired inequality follows by density since $s \in\left[0, \frac{1}{2}\right)$. This completes the proof of the lemma.

Proof of Lemma A.2. Let $v \in \mathcal{C}_{0}^{\infty}(\Omega)$ and let $s \in\left[0, \frac{1}{2}\right)$. Clearly $E_{h}(v) \in \mathbf{H}_{0}^{1}(\Omega) \subset$ $\widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)$. Owing to (A.2) and (2.7), we have

$$
\begin{aligned}
\left\|E_{h} v\right\|_{\mathbf{H}^{1-s}} & \leq c \sup _{0 \neq x \in \widetilde{\mathbf{H}}_{0}^{1+s}(\Omega)} \frac{\left(\nabla E_{h} v, \nabla x\right)}{\|x\|_{\tilde{\mathbf{H}}_{0}^{1+s}}} \\
& \leq c \sup _{0 \neq x \in \widetilde{\mathbf{H}}_{0}^{1+s}} \frac{\left(\nabla v, \nabla E_{h} x\right)}{\|x\|_{\tilde{\mathbf{H}}_{0}^{1+s}}} \\
& \leq c\|v\|_{\widetilde{\mathbf{H}}_{0}^{1-s}} \sup _{0 \neq x \in \widetilde{\mathbf{H}}_{0}^{1+s}(\Omega)} \frac{\left\|E_{h} x\right\|_{\tilde{\mathbf{H}}_{0}^{1+s}}}{\|x\|_{\widetilde{\mathbf{H}}_{0}^{1+s}}} \leq c_{u}(s)\|v\|_{\tilde{\mathbf{H}}_{0}^{1-s}}
\end{aligned}
$$

Then use the fact that $\mathcal{C}_{0}^{\infty}(\Omega)$ is dense in $\widetilde{\mathbf{H}}_{0}^{1-s}(\Omega)$ to conclude.
Lemma A.3. Assume that the family $\left\{\mathbf{X}_{h}\right\}_{h>0}$ is such that there is a non-decreasing function $c_{u}(s)>0, s \in\left[0, \frac{1}{2}\right)$, so that

$$
\left\|v_{h}\right\|_{\tilde{\mathbf{H}}_{0}^{s}} \leq c_{u}(s) h^{-s}\left\|v_{h}\right\|_{\mathbf{L}^{2}}, \quad \forall v_{h} \in \mathbf{X}_{h}+\partial_{x_{1}} \mathbf{X}_{h}+\ldots+\partial_{x_{d}} \mathbf{X}_{h}, \forall s \in\left[0, \frac{1}{2}\right)
$$

and there is a linear operator $\rho_{h}: \widetilde{\mathbf{H}}_{0}^{s}(\Omega) \longrightarrow \mathbf{X}_{h}$ and a constant $c_{1}$, independent of $h$ and $s$, such that

$$
\left\|\rho_{h} v\right\|_{\widetilde{\mathbf{H}}_{0}^{s}} \leq c_{1}\|v\|_{\widetilde{\mathbf{H}}_{0}^{s}}, \quad\left\|\left(\rho_{h}-1\right) v\right\|_{\mathbf{L}^{2}} \leq c_{1} h^{s}\|v\|_{\tilde{\mathbf{H}}_{0}^{s}}, \quad \forall v \in \widetilde{\mathbf{H}}_{0}^{s}(\Omega)
$$

Let $T_{h}: \mathbf{Z} \subset \mathbf{H}^{1+s}(\Omega) \longrightarrow \mathbf{X}_{h}$ be a linear operator, where $\mathbf{Z}$ is a closed subspace of $\mathbf{H}^{1+s}(\Omega)$. Assume that the family $\left\{T_{h}\right\}_{h>0}$ is such that there is a constant $c_{2}$, uniform in $h$ and $s$, so that

$$
\left\|T_{h} u-u\right\|_{\mathbf{H}^{1}} \leq c_{2} h^{s}\|u\|_{\mathbf{H}^{1+s}}, \quad \forall u \in \mathbf{Z}, \quad \forall s \in\left[0, \frac{1}{2}\right)
$$

Then there is a non-decreasing function $c_{u}^{\prime}(s)>0, s \in\left[0, \frac{1}{2}\right)$, so that

$$
\begin{equation*}
\left\|T_{h} u\right\|_{\mathbf{H}^{1+s}} \leq c_{u}^{\prime}(s)\|u\|_{\mathbf{H}^{1+s}}, \quad \forall u \in \mathbf{Z}, \quad s \in\left[0, \frac{1}{2}\right) \tag{A.4}
\end{equation*}
$$

Proof. We proceed as in [2, Appendix]. The norm in $\mathbf{H}^{1+s}(\Omega)$ can be defined by

$$
\|v\|_{\mathbf{H}^{1+s}}=\|v\|_{\mathbf{H}^{1}}+\sum_{i=1}^{d}\left\|\partial_{x_{i}} v\right\|_{\mathbf{H}^{s}}
$$

Then $\left\|T_{h} u\right\|_{\mathbf{H}^{1+s}} \leq\left\|T_{h} u\right\|_{\mathbf{H}^{1}}+\sum_{i=1}^{d}\left\|\partial_{x_{i}} T_{h} u\right\|_{\mathbf{H}^{s}}$ and for all $i \in\{1, \ldots d\}$,

$$
\begin{aligned}
\left\|\partial_{x_{i}} T_{h} u\right\|_{\mathbf{H}^{s}} & \leq c\left(\left\|\rho_{h} \partial_{x_{i}} u\right\|_{\tilde{\mathbf{H}}_{0}^{s}}+\left\|\rho_{h} \partial_{x_{i}} u-\partial_{x_{i}} T_{h} u\right\|_{\tilde{\mathbf{H}}_{0}^{s}}\right) \\
& \leq c\left(c_{1}\left\|\partial_{x_{i}} u\right\|_{\tilde{\mathbf{H}}_{0}^{s}}+c_{u}(s) h^{-s}\left\|\rho_{h} \partial_{x_{i}} u-\partial_{x_{i}} T_{h} u\right\|_{\mathbf{L}^{2}}\right) \\
& \leq c_{u}(s)\left(\left\|\partial_{x_{i}} u\right\|_{\mathbf{H}^{s}}+h^{-s}\left(\left\|\left(\rho_{h}-1\right) \partial_{x_{i}} u\right\|_{\mathbf{L}^{2}}+\left\|\partial_{x_{i}}\left(u-T_{h} u\right)\right\|_{\mathbf{L}^{2}}\right)\right) \\
& \leq c_{u}(s)\left(\left\|\partial_{x_{i}} u\right\|_{\mathbf{H}^{s}}+h^{-s}\left(h^{s}\left\|\partial_{x_{i}} u\right\|_{\tilde{\mathbf{H}}_{0}^{s}}+h^{s}\|u\|_{\mathbf{H}^{1+s}}\right)\right) \\
& \leq c_{u}(s)\|u\|_{\mathbf{H}^{1+s}} .
\end{aligned}
$$

This concludes the proof.
Remark A.1. The inverse inequality hypothesis is reasonable if $\mathbf{X}_{h}$ is a finite element constructed on a quasi-uniform mesh. In this case, by redoing carefully the computation in [2, Appendix] we infer that there is $c$, uniform in both $h$ and $s$ such that
$\left\|v_{h}\right\|_{\mathbf{H}^{s}} \leq c(1-2 s)^{-\frac{1}{2}} h^{-s}\left\|v_{h}\right\|_{\mathbf{L}^{2}}, \quad \forall v_{h} \in \mathbf{X}_{h}+\partial_{x_{1}} \mathbf{X}_{h}+\ldots+\partial_{x_{d}} \mathbf{X}_{h}, \forall s \in\left[0, \frac{1}{2}\right)$.
That is to say the inverse inequality hypothesis holds with $c_{u}(s) \sim(1-2 s)^{-\frac{1}{2}}$.
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