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#### Abstract

In a divergent case, we obtain limit theorems for a suitably normalized sequence generated by a random linear recursion with dependent coefficients. The dependence structure of the coefficients is defined through an auxiliary random sequence that represents the current "state of Nature" (alternatively, current regime of the "underlying economy") and thus serves as an exogenous dynamic environment for the model. We assume that the exogenous environment is a stochastic process with long-range dependence, so that the current state of Nature reflects the whole past of the process.
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## 1 Introduction

The aim of this introduction is to present our model in general and discuss a specific set-up that is considered in this paper. The main results are stated in the subsequent Section 2 while their proofs are deferred to Section 3.

The model: stochastic difference equation. Consider the following linear recursion

$$
\begin{equation*}
X_{n}=M_{n} X_{n-1}+Q_{n}, \quad n \in \mathbb{Z}, X_{n} \in \mathbb{R}, \tag{1}
\end{equation*}
$$

with random real coefficients $Q_{n}$ and $M_{n}$. For simplicity, we will assume throughout that $X_{0}=0$. It follows then from (1) that $X_{1}=Q_{1}$ and for $n \geq 2$,

$$
\begin{equation*}
X_{n}=\sum_{k=1}^{n-1} Q_{k} \prod_{j=k+1}^{n} M_{j}+Q_{n} . \tag{2}
\end{equation*}
$$

[^0]The stochastic difference equation (1) has a remarkable variety of both theoretical as well as real-world applications. We refer the reader to, for instance, [32, 73, 84] for a comprehensive survey of the literature.

For a general stationary and ergodic sequence of pairs $\left(Q_{n}, M_{n}\right)_{n \in \mathbb{Z}}$, conditions that ensure convergence of $X_{n}$ in law to a unique stationary distribution can be found, for instance, in [13]. Under the assumption that $\left(Q_{n}, M_{n}\right)_{n \in \mathbb{Z}}$ form an i.i.d. sequence, the critical case when a unique invariant measure for $X_{n}$ exists but is unbounded, is considered, for instance in $[3,16,17]$. The asymptotic properties of $X_{n}$ in the case when it grows stochastically as $n \rightarrow \infty$ have been considered in [47,69, 73], where it is assumed that the pairs of coefficients $\left(Q_{n}, M_{n}\right)_{n \in \mathbb{Z}}$ form an i.i.d. sequence. We recall that under mild integrability assumption on $M_{n}$, the distinction between the cases is according to the sign of $E\left(\log ^{+}\left|M_{n}\right|\right)$, where $\log ^{+} x:=\max \{0, x\}$ for $x>0$.

The aim of this paper. In the supercritical case considered in [47, 69, 73], $X_{n}$ grows loosely speaking as a stretched exponential function of $n$, and the main results of the above papers are concerned with the asymptotic behavior of a properly normalized random variable $\log \left|X_{n}\right|$. The goal of this paper is to study (1) in a divergent case and obtain an extension of the results of $[47,69,73]$ to a non-i.i.d. setting where the coefficients of the recursion are modulated by an exogenous dynamic environment as follows.

## General framework: regime switching.

Definition 1.1. The coefficients $\left(Q_{n}, M_{n}\right)_{n \in \mathbb{Z}}$ are said to be modulated by a sequence of random variables $\left(e_{n}\right)_{n \in \mathbb{Z}}$, each valued in a finite set $\mathcal{D}$, if there exist independent random variables $\left(Q_{n, i}, M_{n, i}\right)_{n \in \mathbb{Z}, i \in \mathcal{D}} \in \mathbb{R}^{2}$ such that for a fixed $i \in \mathcal{D},\left(Q_{n, i}, M_{n, i}\right)_{n \in \mathbb{Z}}$ are i.i.d,

$$
\begin{equation*}
Q_{n}=Q_{n, e_{n}} \quad \text { and } \quad M_{n}=M_{n, e_{n}}, \tag{3}
\end{equation*}
$$

and $\left(Q_{n, i}, M_{n, i}\right)_{n \in \mathbb{Z}, i \in \mathcal{D}}$ is independent of $\left(e_{n}\right)_{n \in \mathbb{Z}}$.
This definition introduces two levels of randomness into the model, the first one due to the dynamic environment $\left(e_{n}\right)_{n \in \mathbb{Z}}$ and the second one due to the randomness of the "endogenous variables" $M_{n, i}$ and $Q_{n, i}$. The process $X_{n}$ defined by (1) often serves to model discrete-time dynamics of both the value as well as the volatility of financial assets and interest rates, see for instance [19, 39, 43, 82]. In this context, environment $e=\left(e_{n}\right)_{n \in \mathbb{Z}}$ can be interpreted as the sequence of switching states (or regimes) of the underlying economy. The idea of regime shifts or regime switches can be traced back at least to [33, 63], and was formally proposed in [42] to explain the cyclical feature of certain macroeconomic variables.

Dependence structure of the environment: general discussion and a background. It is remarked in [2] that "while the assumption of i.i.d. errors is convenient from the mathematical point of view, it is typically violated in regressions involving econometric variables". Typically, it is assumed in the regime-switching type of models that the environment (state of Nature) is represented by a stationary finite state Markov process (see, for instance, $[19,31,56,57,79]$ and references therein). Testing a null hypothesis of a usual $A R(p)$ model
versus a Markov switching framework is discussed, for instance, in [22, 44], using in particular classical examples of [42] and [40, 72] modeling, respectively, the postwar U.S. GNP growth rate and cartel market strategies.

Note that when $\left(e_{n}\right)_{n \in \mathbb{Z}}$ is a finite Markov chain, the sequence of triples $\left(M_{n}, Q_{n}, e_{n}\right)_{n \in \mathbb{Z}}$ constitutes a Hidden Markov Model. We remark that heavy tailed HMM as random coefficients of linear time-series models have been considered, for instance, in [18, 46, 80]. Recently, linear recursions (1) with Markov-dependent coefficients have been considered, for instance, in $[4,5,18,24,27,46,78,80]$.

Though a Markov setup in regime-switching models is tractable analytically and thus is a natural starting point, it appears that "nothing in the approach ... precludes looking at more general probabilistic specifications" [43]. For instance, an application of a general "unit root versus strongly mixing innovations" statistical test to the model (1) is discussed in Section 3 of the classical reference [71]. In fact, the Markov dynamics seems in general inadequate for modeling socioeconomic factors involved in financial applications of regime-switching autoregressive models (see, for instance, $[23,65]$ and references therein). While early regimeswitching models assumed, in order to maintain the tractability of the theoretical framework, that the underlying Markov chain is stationary and the number of states is small (see, for instance, $[31,56,57]$ ), it has been proposed in more recent work to consider Markov models with a large number of highly connected states and to use a-prior Bayesian information (see, for instance, [19, 79]). Alternatively, one can replace the Markovian dynamics with that of full shifts of finite type/chains of infinite order/chains with complete connections, which are processes with long-range dependence (infinite, though a fading memory) preserving many key features of irreducible finite-state Markov chains [25, 34, 35, 37, 49].

Our set-up: long range dependence, chains of infinite order. In this paper we will consider a setting where a long-range dependence in random coefficients is possibly present. More precisely, we will assume the following:

Assumption 1.2. The coefficients $\left(Q_{n}, M_{n}\right)_{n \in \mathbb{Z}}$ in (1) are modulated by a process $\left(e_{n}\right)_{n \in \mathbb{Z}}$ which is either
(i) An irreducible Markov chain on a finite state $\mathcal{D}=\{1, \ldots, d\}$ for some $d \in \mathbb{N}$.
or
(ii) A C-chain as specified in Definition 1.3 below.

Definition 1.3. A C-chain is a stationary process $\left(e_{n}\right)_{n \in \mathbb{Z}}$ taking values in a finite set (alphabet) $\mathcal{D}$ such that
(i) For any $i_{1}, i_{2}, \ldots, i_{n} \in \mathcal{D}, P\left(e_{1}=i_{1}, e_{2}=i_{2}, \ldots, e_{n}=i_{n}\right)>0$.
(ii) For any $i_{0} \in \mathcal{D}$ and any sequence $\left(i_{n}\right)_{n \geq 1} \in \mathcal{D}^{\mathbb{N}}$, the following limit exists:

$$
\lim _{n \rightarrow \infty} P\left(e_{0}=i_{0} \mid e_{-k}=i_{k}, 1 \leq k \leq n\right)=P\left(e_{0}=i_{0} \mid e_{-k}=i_{k}, k \geq 1\right)
$$

where the right-hand side is a regular version of the conditional probabilities.
(iii) (fading memory) For $n \geq 0$ let

$$
\gamma_{n}=\sup \left\{\left|\frac{P\left(e_{0}=i_{0} \mid e_{-k}=i_{k}, k \geq 1\right)}{P\left(e_{0}=j_{0} \mid e_{-k}=j_{k}, k \geq 1\right)}-1\right|: i_{k}=j_{k}, k=1, \ldots, n\right\} .
$$

Then, the numbers $\gamma_{n}$ are all finite and

$$
\begin{equation*}
\sum_{n=1}^{\infty} \gamma_{n} \log n<\infty \tag{4}
\end{equation*}
$$

C-chains are a particular case of chains of infinite order (chains with complete connections) $[25,34,35,37,49]$. C-chains can be described as rapidly mixing full shifts, and alternatively defined as an essentially unique random process with a given transition function ( $g$-measure) $P\left(X_{0}=i_{0} \mid X_{k}=i_{k}, k<0\right)$ [6, 34, 35, 49]. Stationary distributions of these processes are Gibbs states in the sense of Bowen [11,59]. Chains with complete connections were originally introduced by Onicescu and Mihoc in [67, 68]. The name "chains of infinite order" was proposed by Harris in [45]. For a review of applications of chains with complete connections see, for instance, classical references [45, 49, 52] and more recent [25, 37, 75, 85].

The particular form in which the processes are defined in Definition 1.3 is adapted from [59] (though the name "C-chains" is not used there). Alternatively, the process can be defined in terms of the $g$-functions which were introduced by Keane in [54]. A non-negative function $g$ on $\mathcal{D} \times \prod_{n \leq-1} \mathcal{D}$ is called a $g$-function if

$$
\sum_{i_{0} \in \mathcal{D}} g\left(i_{0} \mid i\right)=1 \text { for all } i=\left(i_{-1}, i_{-2}, \ldots\right) \in \prod_{n \leq-1} \mathcal{D}
$$

The quantity

$$
\log \inf _{i_{0}, \hat{i}_{0}, i} \frac{g\left(i_{0} \mid i\right)}{g\left(\hat{i}_{0} \mid i\right)}=\log \left(1+\gamma_{n}\right)
$$

can be thought as a measure (modulus) continuity of $g$ (see, for instance [6, 81]). It turns out that if a $g$-function has an appropriate modulus of continuity, then there exists a unique C-chain such that $P\left(e_{0}=i_{0} \mid e_{-k}=i_{-k}, k \geq 1\right)=g\left(i_{0} \mid i\right)$, where $i=\left(i_{-1}, i_{-2}, \ldots\right)$. In fact, C-chains are chains with complete connections with the asymptotic decay of the modulus of continuity determined by (4).

Mixing properties and Markov representation of C-chains. For any C-chain $\left(e_{n}\right)_{n \in \mathbb{Z}}$ there exists a Markov representation (see $[6,36,59]$ ), that is a stationary irreducible Markov chain $\left(y_{n}\right)_{n \in \mathbb{Z}}$ in a countable state space $\mathcal{S}$ and a function $\zeta: \mathcal{S} \rightarrow \mathcal{D}$ such that

$$
\begin{equation*}
\left(e_{n}\right)_{n \in \mathbb{Z}} \stackrel{D}{=}\left(\zeta\left(y_{n}\right)\right)_{n \in \mathbb{Z}}, \tag{5}
\end{equation*}
$$

where $\stackrel{D}{=}$ means equivalence of distributions. The Markov representation implies that the distributions of C-chains have a regeneration structure induced by the regeneration structure of the corresponding Markov chain $y_{n}$ (see Section 3.1 below for details). The first regenerative
structures for chains with complete connections were proposed by Lalley [59, 60] and Berbee [6]. See, for instance, $[25,36,35]$ for extensions and generalizations of these results. In these constructions the Markov chain $y_{n}$ is typically an array $\left(e_{n}, e_{n-1}, \ldots, e_{n-\tau_{n}}\right)$ formed by a random number $\tau_{n}+1$ of variables $e_{k}$. Lalley [59] refers to such Markov chains as list processes. Kalikow [53] refers to the essentially same class of processes as random Markov processes. Unfortunately, to the best of our knowledge, an exact relation between mixing properties of such Markov chains and that of the underlying C-chain is unknown. Also, notice that the identity (5) describes the equivalence of two random sequences in distribution only. In fact, C-chains constitute a more general class of processes than functions of a "nice" fast mixing Markov chain. We refer the reader to $[6,7,59]$ for an interesting discussion of a relation between mixing conditions and the Markov representation.

It is not hard to see that (4) implies that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \psi\left(2^{n}\right)<\infty \tag{6}
\end{equation*}
$$

where, for $n \in \mathbb{N}$,

$$
\psi(n):=\sup \left\{\left|\frac{P\left(e_{k}=i_{i}, k \geq 0 \mid e_{k}=i_{k}, k<0\right)}{P\left(e_{k}=j_{k}, k \geq 0 \mid e_{k}=j_{k}, k<0\right)}-1\right|: i_{k}=j_{k}, k \geq-n\right\}
$$

Thus C-chains are $\psi$-mixing sequence [6, 29]. Both, the Markov representation (5) as well as the mixing condition (6) are essential for our proofs. In particular, (6) ensures a mixing rate required to apply standard results from the literature and conclude that the key auxiliary result (a general functional central limit theorem), namely Proposition 2.4 below, holds true. The regeneration structure of the sequence $e_{n}$ which is implied by (5), is not needed to derive Proposition 2.4 but is used in the proof of another crucial auxiliary result, namely Lemma 2.1 below. In particular, only for the purpose to ensure the existence of the Markov representation (and hence of the regeneration structure), we could replace (4) with a slightly weaker assumption $\sum_{n=1}^{\infty} \gamma_{n}<\infty$. We remark that the regeneration structure itself does not imply limit laws for partial sums of even a countable Markov chain (see, for instance, [26, 50, 51, 66] and references therein). For instance, Nagaev in the classical reference [66] (see also $[64,21]$ ) used the strong Doeblin condition to ensure that an appropriate second moment condition holds for the regeneration times. The latter are essentially equivalent to assumptions on the mixing rate of the underlying Markov chain. For an example of a stationary strongly mixing countable Markov chain that does not satisfy the central limit theorem see [26].

Alternative models of the difference equation with dependent coefficients For different from the one considered in this paper examples of linear recursions with strongly dependent (non-Markov) coefficients see, for instance, [15, 20, 48, 62, 86] and references therein. We remark that though the models with innovations given by a martingale difference sequence are arguably the most popular in applications, "in practice, econometric and financial time series often exhibit long-range dependent structure (see, e.g., [76, 77] and [29]) which cannot be encompassed by the martingale difference setting..." [15].

Organization of the paper. The rest of the paper is organized as follows. Main results of the paper are stated and discussed in Section 2. Section 3 contains proofs of the main results.

## 2 Main results

It was first observed in [55] that in a "generic" convergent case the asymptotic behavior of $X_{n}$ is similar to that of $\max _{1 \leq k \leq n}\left\{Q_{k} \cdot\left|\Pi_{k}\right|\right\}$, where

$$
\begin{equation*}
\Pi_{n}:=\prod_{j=1}^{n}\left|M_{j}\right| . \tag{7}
\end{equation*}
$$

It has been shown in $[47,73]$ that this is also the case for a "generic" divergent setup with i.i.d. coefficients. In this paper we explore this phenomenon in the divergent case under Assumption 1.2.

Notice, that whenever $\mu:=E\left(\log \left|M_{n}\right|\right) \in(0, \infty)$, the ergodic theorem suggests the asymptotic relations $\left|\Pi_{n}\right| \simeq e^{n \mu}$ and, consequently, $\Pi_{n} \simeq \Pi_{n}^{*}$ where

$$
\begin{equation*}
\Pi_{n}^{*}:=\max _{1 \leq k \leq n}\left|\Pi_{k}\right| . \tag{8}
\end{equation*}
$$

Here and henceforth $f(n) \sim g(n)$ and $f(n) \simeq g(n)$ (as a rule, we omit "as $n \rightarrow \infty$ ") means, respectively, $\lim _{n \rightarrow \infty} f(n) / g(n)=1$ and $\log f(n) \sim \log g(n)$.

In fact, $\Pi_{n}$ typically dominates over $Q_{n}$, and we have
Lemma 2.1. Let Assumption 1.2 hold. Suppose in addition that:
(i) $\mu=E\left(\log \left|M_{n}\right|\right)>0$.
(ii) $E\left(\log ^{+}\left|Q_{0}\right|\right)<+\infty$, where $x^{+}:=\max \{x, 0\}$ for $x \in \mathbb{R}$.

Then,

$$
\lim _{n \rightarrow \infty} \frac{\log \left|X_{n}\right|}{n}=\mu, \quad \text { a.s., }
$$

where $\left(X_{n}\right)_{n \in \mathbb{N}}$ is defined by (1) with $X_{0}=0$.
If $\mu=\infty$, Theorem 2.5 stated below shows that $\frac{\log \left|X_{n}\right|}{b_{n}}$ with a suitable normalization $b_{n}$ converges in distributions to the same limit that $\frac{\log \left|\Pi_{n}\right|}{b_{n}}$ does. Roughly speaking, $X_{n}$ grows as a stretched exponential sequence in that case. To ensure that $\frac{\log \left|\Pi_{n}\right|-a_{n}}{b_{n}}$ with suitable normalizing sequences $a_{n}$ and $b_{n}$ converges in distribution, we will impose the following assumption on the coefficients of (1). Recall that $f: \mathbb{R} \rightarrow \mathbb{R}$ is called regularly varying if $f(t)=t^{\alpha} L(t)$ for some $\alpha \in \mathbb{R}$ where $L(t)$ is a slowly varying function, that is $L(\lambda t) \sim L(t)$ for all $\lambda>0$. The parameter $\alpha$ is called the index of the regular variation. In what follows we denote by $\mathcal{R}_{\alpha}$ the class of regularly varying real-valued functions with index $\alpha$.

Assumption 2.2. Let Assumption 1.2 hold. Suppose in addition that $E\left(\log \left|M_{0}\right|\right) \in[0, \infty]$, $E\left(\log ^{+}\left|Q_{0}\right|\right)<+\infty$, and

## Either

(A1) There exist a constant $\alpha \in(0,2]$, a function $h \in \mathcal{R}_{\alpha}$, and constants $m_{i}^{(\eta)}$ (with $i \in \mathcal{D}$ and $\eta \in\{-1,1\})$, such that $\lim _{t \rightarrow \infty} h(t) \cdot P\left(\log \left|M_{n, i}\right| \cdot \eta>t\right)=m_{i}^{(\eta)}$. Furthermore, $\sum_{j \in \mathcal{D}} m_{j}^{(1)}>0$.
or
(A2) $E\left[\left(\log \left|M_{0}\right|\right)^{2}\right]<\infty$.

## Remark 2.3. Notice that:

(a) Assumption (A1) is the assumption that the random variables $\log \left|M_{n, i}\right|$ have regularly varying tails. We refer the reader to the classical monograph [9] extensively discussing regular variation and its applications. For an extensive account of the theory of random walks with regularly varying increments we refer the reader to [10] and references therein.
(b) The existence of $E\left(\log \left|M_{0}\right|\right)$ implies that
(i) $P\left(\left|M_{0}\right|=0\right)=0$.
(ii) If (A1) holds with $\alpha \in(0,1)$, then necessarily $m_{j}^{(-1)}=0$ for all $j \in \mathcal{D}$.

Let $D[0,1]$ denote the set of real-valued càdlàg functions on $[0,1]$ equipped with the Skorokhod $J_{1}$-topology. It is well known that additive functional of Markov chains and rapidly mixing sequences obey the same functional stable limit theorems as partial sums of i.i.d. random variables under relatively mild additional "local dependence" assumptions (see, for instance, $[58,83]$ and references therein). We will next observe that if Assumption 2.2 holds, then with suitable normalizing constants $a_{n}$ and $b_{n}$ (the same as in the case when $M_{n}$ are independent) the sequence of processes $\left(S^{(n)}\right)_{n \in \mathbb{N}}$ defined by setting

$$
\begin{equation*}
S_{t}^{(n)}=\frac{\log \Pi_{[n t]}-a_{[n t]}}{b_{n}}, \quad t \in[0,1] \tag{9}
\end{equation*}
$$

converges weakly in $D[0,1]$ as $n \rightarrow \infty$ to a (Lévy) process $\xi=\left(\xi_{t}\right)_{t \in[0,1]}$ with stationary independent increments, and such that $\xi_{1}$ is distributed according to a stable law of index $\alpha$ whose domain of attraction includes $\log \left|M_{0}\right|$. Here and henceforth $[x]$ denotes the integer part of $x \in \mathbb{R}$, that is $[x]=\max \{z \in \mathbb{Z}: z \leq x\}$. For an explicit form of $a_{n}$ when $\alpha=1$ and $b_{n}$, see for instance [14, Chapter 9]. We remark that

$$
a_{n}= \begin{cases}n \mu & \text { if either (A1) with } \alpha>1 \text { or (A2) of Assumption } 2.2 \text { hold, }  \tag{10}\\ 0 & \text { if (A1) with } \alpha \in(0,1) \text { of Assumption } 2.2 \text { holds, }\end{cases}
$$

and that $b_{[t]} \in \mathcal{R}_{1 / \alpha}$ if (A1) holds, whereas $b_{n}=\sqrt{n}$ if (A2) is satisfied. Further, $\xi$ is a Brownian motion if either (A1) with $\alpha=2$ or (A2) are satisfied. For C-chains and aperiodic Markov chains, the weak convergence of $S^{(n)}$ to $\xi$ in $D[0,1]$ follows, for instance, from the mixing property (6) and

- Corollary 5.9 in [58] if (A1) holds with $\alpha \in(0,2)$;
- Theorem 1 in [12] if (A1) holds with $\alpha=2$ and $E\left[\left(\log \left|M_{0}\right|\right)^{2}\right]=+\infty$;
- Theorem 7.7.11 in [30, p. 427] if (A2) holds;

Note that the results of [58] and the central limit theorem in [30, p. 427] can be applied to C-chain because by virtue of (iii) in Definition 1.3 the latter satisfy the $\psi$-mixing condition (which is stronger than the uniform or $\varphi$-mixing actually required to apply these general results) with exponential rate. If $\left(e_{n}\right)_{n \in \mathbb{Z}}$ is a periodic Markov chain, then the claim can be derived from the result for the aperiodic chains applied to the (one-dependent and uniformly mixing) random variables $\widetilde{M}_{n}, n \in \mathbb{Z}$, defined as follows: $\log M_{n}:=\sum_{k=n d}^{(n+1) d-1} \log M_{k}$, where $d$ is the period of the chain. The fact that the normalizing sequences $a_{n}$ and $b_{n}$ can be chosen as in the i.i.d. case for non-Gaussian limit laws, follows from (5.12) in [58] and (3.13) in [12].

Summarizing, we have:
Proposition 2.4. Let Assumption 2.2 hold. Then, as $n \rightarrow \infty$,
(a) $\frac{\log \left|\Pi_{n}\right|-a_{n}}{b_{n}} \Rightarrow \xi_{1}$,
(b) $\frac{\log \left|\Pi_{n}\right|^{*}}{b_{n}} \Rightarrow \sup _{0 \leq t \leq 1} \xi_{t}$ whenever $a_{n}=0$,
where $\Rightarrow$ stands for convergence of random variables in distribution.
In Section 3.2 we derive from this proposition the following:
Theorem 2.5. Let Assumption 2.2 hold. If $E\left(\log \left|M_{0}\right|\right)>0$, then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\log \left|X_{n}\right|-a_{n}}{b_{n}} \Rightarrow \xi_{1} \tag{11}
\end{equation*}
$$

where $\xi_{1}, a_{n}$, and $b_{n}$ are the same as in the statement of Proposition 2.4.
Remark 2.6. In the case of i.i.d. coefficients $\left(Q_{n}, M_{n}\right)$, Theorem 2.5 is [47, Theorem 2] when (A2) is assumed. If (A1) is assumed with $\alpha>1$, the theorem is an analogue of part (b) of [73, Theorem 2.1] where, as well, the assumption that $\left(Q_{n}, M_{n}\right)$ form an i.i.d. sequence is made. In the case of (A1) with $\alpha \leq 1$, the result appears to be new even in the context of i.i.d. coefficients.

Under the conditions of Assumption 2.2 the sequence $\left(\log \left|\Pi_{n}\right|\right)_{n \geq 0}$ satisfies a law of iterated logarithm, which propagates into the following result.

Theorem 2.7. Let Assumption 2.2 hold. Then:
(a) If (A1) holds either with $\alpha \in(0,1)$ or with $\alpha \in(1,2)$, we have

$$
\limsup _{n \rightarrow \infty} \frac{\log \left|X_{n}\right|-a_{n}}{b_{n}(\log n)^{1 / \alpha+\varepsilon}}=\left\{\begin{array}{ll}
0 & \text { if } \varepsilon>0 \\
\infty & \text { if } \varepsilon<0
\end{array} \quad\right. \text { a.s. }
$$

(b) If (A2) holds, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\log \left|X_{n}\right|-\mu n}{\sqrt{2 n \log \log n}}<\infty, \quad \text { a.s. } \tag{12}
\end{equation*}
$$

The proof of Theorem 2.7 given in Section 3.3 below follows the same lines as that of [74, Theorem 4].

The case $E\left(\log \left|M_{0}\right|\right)=0$ is more challenging, and we are only able to treat it under the additional assumption that the coefficients $Q_{n}$ and $M_{n}$ are strictly positive. The following theorem carries over corresponding results of [73] and [47] for i.i.d. coefficients to the setup of this paper. When $\mu=0$, the asymptotic behaviors of $\Pi_{n}$ and $\Pi_{n}^{*}$ are not anymore the same. Therefore, following [47], an extreme value theory for $\Pi_{n}$ needs to be invoked in order to establish the asymptotic behavior of $X_{n}$.

We have:
Theorem 2.8. Let Assumption 2.2 hold. Suppose in addition that:
(i) $P\left(M_{0}>0, Q_{0}>0\right)=1$.
(ii) $\lim _{n \rightarrow \infty} n P\left(\log Q_{0}>b_{n}^{-1}\right)=0$.
(iii) $E\left(\log M_{0}\right)=0$.

Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\log X_{n}}{b_{n}} \Rightarrow \sup _{0 \leq t \leq 1} \xi_{t} \tag{13}
\end{equation*}
$$

where $\xi_{t}$ and $b_{n}$ are the same as in the statement of Proposition 2.4.
Remark 2.9. In the case of i.i.d. coefficients $\left(Q_{n}, M_{n}\right)$, Theorem 2.8 is a combination of part (i) of [47, Theorem 3] and part (c) of [73, Theorem 2.1]. We remark that part (ii) of [47, Theorem 3] gives an example of the situation where $Q_{n}$ dominates over $\Pi_{n}$, and the asymptotic behavior of $X_{n}$ is determined by the asymptotic behavior of the former sequence rather than the latter. It is not hard to see that using an extreme value theory for Markov chains (see for instance [8, 61]), a similar example can be given also in our Markovian setup. We leave the details to an interested reader.

## 3 Proofs of the main results

This section includes the proofs of our main results stated above in Section 2. We remark that representations (14) and (20) which play the key role in some of our proofs have been previously used for a similar purpose in [47].

### 3.1 Proof of Lemma 2.1

For $n \geq 1$, let $\Pi_{n}=\prod_{j=1}^{n} M_{j}$. It follows from (2) that

$$
\begin{equation*}
X_{n}=\Pi_{n} \cdot \sum_{k=1}^{n} Q_{k} \prod_{j=1}^{k} \frac{1}{M_{j}} . \tag{14}
\end{equation*}
$$

Let

$$
R_{n}=\sum_{k=1}^{n} Q_{k} \prod_{j=1}^{k} \frac{1}{M_{j}}
$$

Assuming that $X_{0}=0$, we obtain

$$
\begin{equation*}
\log \left|X_{n}\right|=\log \left|\Pi_{n}\right|+\log \left|R_{n}\right| . \tag{15}
\end{equation*}
$$

By the ergodic theorem,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|\Pi_{n}\right|=\mu, \quad \text { a.s. }
$$

On the other hand, since $E\left(\log \left|M_{0}\right|^{-1}\right)=-E\left(\log \left|M_{0}\right|\right)<0$, [13, Theorem 1] implies that the following limit exists with probability one:

$$
\begin{equation*}
R:=\lim _{n \rightarrow \infty} R_{n}=\sum_{k=1}^{\infty} \frac{Q_{k}}{M_{k}} \cdot \prod_{j=1}^{k-1} \frac{1}{M_{j}} . \tag{16}
\end{equation*}
$$

It follows that $\frac{1}{n} \log \left|R_{n}\right|$ converges to zero with probability one, provided that the distribution of $R$ does not have an atom at zero. Thus, to complete the proof of Lemma 2.1 it suffices to show that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} P(|R| \leq \varepsilon)=0 \tag{17}
\end{equation*}
$$

We will deduce (17) from the corresponding result for i.i.d. coefficients ( $Q_{n}, M_{n}$ ) (cf. Theorem 1.3 in [1], see also Theorem 2 in [41]). Toward this end we introduce the following regenerations structure based on cycles of an underlying Markov chain (cf., for instance, $[36,38])$. For C-chains we will use Markov representation (5) whereas if the environment $e_{n}$ of Assumption 1.2 is a Markov chain, we will identify in what follows $y_{n}$ with $e_{n}$ and $\mathcal{S}$ with $\mathcal{D}$. Fix $y^{*} \in \mathcal{S}$ and let $N_{0}=0$ and $N_{i}=\inf \left\{n>N_{i-1}: y_{n}=y^{*}\right\}, i \in \mathbb{N}$. The blocks $\left(y_{N_{i}}, \ldots, y_{N_{i+1}-1}\right)$ are independent for $i \geq 0$ and identically distributed for $i \geq 1$. For $i \geq 0$, let

$$
\begin{aligned}
A_{i}= & Q_{N_{i}+1} \cdot\left(M_{N_{i}+1}\right)^{-1}+Q_{N_{i}+2} \cdot\left(M_{N_{i}+2} \cdot M_{N_{i}+1}\right)^{-1} \\
& \quad+\ldots+Q_{N_{i+1}} \cdot\left(M_{N_{i+1}} M_{N_{i+1}-1} \cdots M_{N_{i}+1}\right)^{-1}, \\
B_{i}= & \left(M_{N_{i}+1} M_{N_{i}+2} \cdots M_{N_{i+1}}\right)^{-1} .
\end{aligned}
$$

The pairs $\left(A_{i}, B_{i}\right)$ are independent for $i \geq 0$, identically distributed for $i \geq 1$ and

$$
R=A_{0}+\sum_{n=1}^{\infty} A_{n} \prod_{i=0}^{n-1} B_{i}:=A_{0}+B_{0} R_{1}
$$

where the last identity serves as the definition of $R_{1}$. It follows from Theorem 1.3 in [1] applied to $\left(A_{n}, B_{n}\right)_{n \in \mathbb{Z}}$ that $R_{1}$ has a continuous distribution (possibly singular continuous). Therefore, for any pair of reals $(A, B)$ such that $b \neq 0$, we have

$$
\lim _{\varepsilon \rightarrow 0} P\left(\left|A+B R_{1}\right| \leq \varepsilon\right)=\lim _{\varepsilon \rightarrow 0} P\left(-\varepsilon \leq A+B R_{1} \leq \varepsilon\right)=0
$$

By the bounded convergence theorem this implies that

$$
\lim _{\varepsilon \rightarrow 0} P(|R| \leq \varepsilon)=\lim _{\varepsilon \rightarrow 0} P\left(\left|A_{0}+B_{0} R_{1}\right| \leq \varepsilon\right)=0
$$

and hence verifies (17). The proof of the lemma is completed.

### 3.2 Proof of Theorem 2.5

Recall (15). By part (a) of Proposition 2.4, as $n \rightarrow \infty$,

$$
\frac{\log \left|\Pi_{n}\right|-a_{n}}{b_{n}} \Rightarrow \xi_{1} .
$$

Furthermore, (16) and (17) imply

$$
\frac{1}{b_{n}} \cdot \log \left|R_{n}\right| \Rightarrow 0
$$

This completes the proof of the theorem.

### 3.3 Proof of Theorem 2.7

Recall (15). Observe that (16) and (17) imply that

$$
\lim _{n \rightarrow \infty} \frac{1}{c_{n}} \cdot \log \left|R_{n}\right|=0, \quad \text { a.s. }
$$

for any sequence of reals $c_{n}$ converging to $+\infty$. Therefore, in order to prove Theorem 2.7 it suffices to establish the corresponding law of iterated logarithm for $\log \left|\Pi_{n}\right|-a_{n}$.

For $i \in \mathcal{D}$ let $k_{n}(i)$ be the number of occurrences of $i$ in the set $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$. That is,

$$
k_{n}(i)=\sum_{k=1}^{n} \mathbf{1}_{\left\{e_{k}=i\right\}}, \quad n \in \mathbb{N}, i \in \mathcal{D} .
$$

Define $T_{i}(0)=0, T_{i}(j)=\inf \left\{k>T_{i}(j-1): e_{k}=i\right\}$, and set $\rho_{j, i}:=M_{T_{i}(j), i}$. Then,

$$
\begin{equation*}
\log \left|\Pi_{n}\right|=\sum_{k=1}^{n} \log \left|M_{k}\right|=\sum_{i \in \mathcal{D}} \sum_{j=1}^{k_{n}(i)} \log \left|\rho_{j, i}\right| . \tag{18}
\end{equation*}
$$

It follows from Definition 1.1 that
(i) The double-indexed sequence $\left(\rho_{j, i}\right)_{i \in \mathcal{D}, j \in \mathbb{Z}}$ is formed by independent random variables.
(ii) For every fixed $i \in \mathcal{D}$, the sequence $\left(\rho_{j, i}\right)_{j \in \mathbb{Z}}$ consists of i.i.d. variables, each one distributed the same as $M_{0, i}$.
(iii) The sequences $\left(\rho_{j, i}\right)_{i \in \mathcal{D}, j \in \mathbb{Z}}$ and $\left(e_{k}\right)_{k \in \mathbb{Z}}$ are independent of each other.

For $n \in \mathbb{N}$ and $i \in \mathcal{D}$ let

$$
A(n, i)=\left\{\begin{array}{lll}
n \cdot E\left(\log \left|M_{0, i}\right|\right) & \text { if } & \alpha>1 \\
0 & \text { if } & \alpha<1
\end{array}\right.
$$

and

$$
S_{n, i}=\sum_{j=1}^{k_{n}(i)} \log \left|\rho_{j, i}\right|-A\left(k_{n}(i), i\right) .
$$

It follows from (18) that

$$
\log \left|\Pi_{n}\right|-a_{n}=\sum_{i \in \mathcal{D}} S_{n, i}+\sum_{i \in \mathcal{D}} A\left(k_{n}(i), i\right)-a_{n} .
$$

Let $\eta_{n}(i)=\mathbf{1}_{\left\{e_{n}=i\right\}}-E\left(\mathbf{1}_{\left\{e_{n}=i\right\}}\right)$. Then $k_{n}(i)-n P\left(e_{0}=i\right)=\sum_{j=1}^{n} \eta_{j}(i)$. It follows for instance from Theorem 4 in [70] that if $\alpha>1$, then

$$
\limsup _{n \rightarrow \infty} \frac{\sum_{i \in \mathcal{D}} A\left(k_{n}(i), i\right)-a_{n}}{\sqrt{2 n \ln \ln n}} \leq \sum_{i \in \mathcal{D}} \limsup _{n \rightarrow \infty} \frac{E\left(\log \left|M_{0, i}\right|\right) \cdot \sum_{j=1}^{n} \eta_{j}(i)}{\sqrt{2 n \ln \ln n}}<\infty, \quad \text { a.s. }
$$

Therefore, in order to complete the proof of the first part of Theorem 2.7 it suffices to show that

$$
\limsup _{n \rightarrow \infty} \frac{\sum_{i \in \mathcal{D}} S_{n, i}}{b_{n}(\ln n)^{1 / \alpha+\varepsilon}}=\left\{\begin{array}{lll}
0 & \text { if } \varepsilon>0 \\
\infty & \text { if } \quad \varepsilon<0
\end{array} \quad\right. \text { a.s. }
$$

Toward this end we first observe that by the law of iterated logarithm for heavy-tailed i.i.d. sequences (see Theorems 1.6.6 and 3.9.1 in [10]), for each $i \in \mathcal{D}$ we have

$$
\limsup _{n \rightarrow \infty} \frac{S_{n, i}}{b_{k_{n}(i)}\left(\ln k_{n}(i)\right)^{1 / \alpha+\varepsilon}}=\left\{\begin{array}{lll}
0 & \text { if } \quad \varepsilon>0 \\
\infty & \text { if } \quad \varepsilon<0 \text { and } m_{i}^{(1)}>0,
\end{array} \quad\right. \text { a.s. }
$$

where the constants $m_{i}^{(1)}$ are introduced in Assumption 2.2. Since by the ergodic theorem $\lim _{n \rightarrow \infty} k_{n}(i) / n=P\left(e_{0}=i\right)>0$, this yields

$$
\limsup _{n \rightarrow \infty} \frac{S_{n, i}}{b_{n}(\ln n)^{1 / \alpha+\varepsilon}}=\left\{\begin{array}{lll}
0 & \text { if } & \varepsilon>0 \\
\infty & \text { if } & \varepsilon<0 \text { and } m_{i}^{(1)}>0
\end{array} \quad\right. \text { a.s. }
$$

To complete the proof of part (a) of the theorem it is therefore sufficient to show that for any $i, j \in \mathcal{D}$ and all $\delta \in(1 /(2 \alpha), 1 / \alpha)$,

$$
\begin{equation*}
P\left(\left|S_{n, i}\right|>b_{n}(\ln n)^{\delta},\left|S_{n, j}\right|>b_{n}(\ln n)^{\delta} \text { i.o. }\right)=0 . \tag{19}
\end{equation*}
$$

For $i \in \mathcal{D}$ let $\xi_{i}=2 \cdot P\left(e_{0}=i\right)$ and define events

$$
E_{n, i}=\left\{\max _{1 \leq m \leq n \xi_{i}}\left|\sum_{k=1}^{m} \log \right| M_{k, i}|-A(m, i)|>b_{n}(\ln n)^{\delta}\right\}, \quad n \in \mathbb{N} .
$$

Then

$$
\begin{aligned}
& P\left(\left|S_{n, i}\right|>b_{n}(\ln n)^{\delta},\left|S_{n, j}\right|>b_{n}(\ln n)^{\delta}\right) \\
& \quad \leq P\left(E_{n, i} \bigcap E_{n, j}\right)+P\left(k_{n}(i)>n \xi_{i}\right)+P\left(k_{n}(j)>n \xi_{j}\right) \\
& \quad=P\left(E_{n, i}\right) \cdot P\left(E_{n, j}\right)+P\left(k_{n}(i)>n \xi_{i}\right)+P\left(k_{n}(j)>n \xi_{j}\right) .
\end{aligned}
$$

By the ergodic theorem, $\lim _{n \rightarrow \infty} P\left(k_{n}(i)>n \xi_{i}\right)=0$. Furthermore, for any $A>0, n_{k}=\left[A^{k}\right]$, and $\beta \in(0, \alpha)$ there exists a positive constant $C=C(A, \beta)>0$ such that (see [10, p. 177]), $P\left(E_{n_{k}, i}\right) \leq C k^{-\delta \beta}$. Moreover, since $\delta>1 /(2 \alpha)$, we can choose $\beta \in(0, \alpha)$ such that $2 \delta \beta>1$. Thus $P\left(E_{n_{k}, i}\right) \cdot P\left(E_{n_{k}, j}\right) \leq C_{1} k^{-\gamma}$, for some constant $\gamma>1$ and a suitable constant $C_{1}>0$. A standard argument using the Borel-Cantelli lemma yields then (19) (see for instance p. 58 or p. 435 in [30]). The proof of part (a) of Theorem 2.7 is therefore completed.
(b) The proof of the second part of Theorem 2.7 is very similar to the proof of the first part, and is therefore omitted. The only essential difference is that, as the basic law of iterated logarithm for i.i.d. sequences, we would use the standard Hartman and Wintner result with normalization $\sqrt{2 n \ln \ln n}$ (Theorem 1.6.5 in [10]) rather than the heavy-tailed version with normalization $b_{n}(\ln n)^{1 / \alpha}$ cited above (Theorem 1.6.6 in [10]).

### 3.4 Proof of Theorem 2.8

Let $W_{n}=\max _{1 \leq k \leq n}\left(Q_{k} \cdot \prod_{j=1}^{k-1} M_{j}\right)$ and write

$$
\begin{equation*}
X_{n}^{\frac{1}{b_{n}}}=W_{n}^{\frac{1}{b_{n}}} \cdot\left(\frac{\sum_{k=1}^{n} Q_{k} \prod_{j=1}^{k-1} M_{j}}{W_{n}}\right)^{\frac{1}{b_{n}}} \tag{20}
\end{equation*}
$$

First, observe that the second factor in (20) converges to one in distribution. Indeed, since $n^{\frac{1}{b_{n}}}=\exp \left(\frac{1}{b_{n}} \log n\right) \rightarrow_{n \rightarrow \infty} 1$, in virtue of the definition of $W_{n}$ :

$$
1 \leq\left(\frac{\sum_{k=1}^{n} Q_{k} \prod_{j=1}^{k-1} M_{j}}{W_{n}}\right)^{\frac{1}{b_{n}}} \leq n^{\frac{1}{b_{n}}} \rightarrow_{n \rightarrow \infty} 1 .
$$

Therefore, the asymptotic behavior of $b_{n}^{-1} \cdot \log X_{n}$ is determined by that of $b_{n}^{-1} \cdot \log W_{n}$. For $n \in \mathbb{N}$, denote $U_{n}=\log Q_{k}$ and $U_{n}^{*}=\max _{1 \leq k \leq n} U_{k}$. We then have

$$
b_{n}^{-1} \cdot \log W_{n}=\frac{1}{b_{n}} \cdot \max _{1 \leq k \leq n}\left(\log Q_{k}+\sum_{j=1}^{k-1} \log M_{j}\right)=\frac{1}{b_{n}}\left(U_{n}^{*}+\log \Pi_{n-1}^{*}\right) .
$$

Therefore

$$
U_{n}^{*}-\left|\log \Pi_{n-1}^{*}\right| \leq b_{n}^{-1} \cdot \log W_{n} \leq U_{n}^{*}+\left|\log \Pi_{n-1}^{*}\right| .
$$

In virtue of part (b) of Proposition 2.4, in order to verify the claim of the theorem, it suffices to shows that

$$
\begin{equation*}
b_{n}^{-1} U_{n}^{*} \Rightarrow 0 . \tag{21}
\end{equation*}
$$

Toward this end, fix arbitrary constants $\varepsilon>0$ and $\delta>0$, and observe that condition $\lim _{n \rightarrow \infty} n P\left(\log Q_{0}>b_{n}^{-1}\right)=0$ in the statement of the theorem implies that

$$
\begin{equation*}
n P\left(\log Q_{0, i}>b_{n} \varepsilon\right)<\delta \tag{22}
\end{equation*}
$$

for all $n \in \mathbb{N}$ large enough, say $n>n_{\varepsilon, \delta}$ for some $n_{\varepsilon, \delta} \in \mathbb{N}$, and any $i \in \mathcal{D}$. Indeed, for any $\varepsilon>0$ and $i \in \mathcal{D}$ (recall that $\mathcal{D}$ is a finite set):

$$
\limsup _{n \rightarrow \infty} n P\left(\log Q_{0, i}>b_{n} \varepsilon\right) \leq \lim _{n \rightarrow \infty}[n / M] \cdot P\left(\log Q_{0, i}>b_{[n / M]}\right)=0
$$

where $[x]:=\max \{k \in \mathbb{Z}: k \leq\}$ denotes the integer part of $x \in \mathbb{R}$, and $M$ is a large enough integer chosen so that $M^{-\alpha}=\lim _{n \rightarrow \infty} b_{[n / M]} / b_{n}<\varepsilon$ if (A1) of Assumption 2.2 holds or, respectively, $M^{-1 / 2}=\lim _{n \rightarrow \infty} b_{[n / M]} / b_{n}<\varepsilon$ if (A2) of Assumption 2.2 holds.

For $n>n_{\varepsilon, \delta},(22)$ implies

$$
P\left(U_{n}^{*} \leq b_{n} \varepsilon\right) \geq P\left(U_{n_{\varepsilon, \delta}}^{*} \leq b_{n} \varepsilon\right)\left(1-\frac{\delta}{n}\right)^{n-n_{\varepsilon, \delta}}
$$

Therefore,

$$
\liminf _{n \rightarrow \infty} P\left(U_{n}^{*} \leq b_{n} \varepsilon\right) \geq e^{-\delta}
$$

Taking first $\delta$ and then $\varepsilon$ to zero in the above inequality shows that (21) holds true. The proof of the theorem is therefore completed.

## Acknowledgements

We would like to thank the Associate Editor and the anonymous referee for their comments and suggestions which allowed us to considerably improve the presentation of the paper. We also wish to thank Prof. Taylor for his comments on the first version of the paper.

## References

[1] G. Alsmeyer, A. M. Iksanov, and U. Röesler, On distributional properties of perpetuities, J. Theor. Probab. 22 (2009), 666-682.
[2] A. Aue, L. Horváth, M. Hušková, and P. Kokoszka, Change-point monitoring in linear models, Econometrics Journal 9 (2006), 373-403.
[3] M. Babillot, P. Bougerol, and L. Elie, The random diffrence equation $X_{n}=A_{n} X_{n-1}+$ $B_{n}$ in the critical case, Ann. Probab. 25 (1997), 478-493.
[4] J. Benhabib, A. Bisin, and Z. Zhu, The distribution of wealth and fiscal policy in economies with finitely lived agents, Econometrica 79 (2011), 123-157.
[5] J. Benhabib and C. Dave, Learning, large deviations and rare events, 2012. Preprint is available at http://www.nber.org/papers/w16816.
[6] H. Berbee, Chains with infinite connections: Uniqueness and Markov representation, Probab. Theory Rel. Fields 76 (1987), 243-253.
[7] H. C. P. Berbee and R. C. Bradley, A limitation of Markov representation for stationary processes, Stoch. Proc. Appl. 18 (1984), 33-45.
[8] S. M. Berman, Poisson and extreme value limit theorems for Markov random fields, Adv. Appl. Probab. 19 (1987), 106-122.
[9] N. H. Bingham, C. M. Goldie, and J. L. Teugels, Regular Variation (Encyclopedia of Mathematics and its Applications, Vol. 27), Cambridge University Press, 1989.
[10] A. A. Borovkov and K. A. Borovkov, Asymptotic analysis of random walks: Heavytailed distributions, Encyclopedia of Mathematics and its Applications 118, Cambridge University Press, Cambridge UK, 2008.
[11] R. Bowen, Equillibrium states and the ergodic anosov diffeomorthisms, Lecture Notes in Mathematics, vol. 470, Springer-Verlag, Berlin - New York, 1975.
[12] R. C. Bradley, A central limit theorem for staionary $\rho$-mixing sequences with infinite variances, Ann. Probab. 16 (1988), 313-332.
[13] A. Brandt, The stochastic equation $Y_{n+1}=A_{n} Y_{n}+B_{n}$ with stationary coefficients, Adv. Appl. Probab. 18 (1986), 211-220.
[14] L. Breiman, Probability (Classics in Applied Mathematics), SIAM: Society for Industrial and Applied Mathematics, 1992.
[15] B. Buchmann and N. H. Chan, Asymptotic theory of least squares estimators for nearly unstable processes under strong dependence, Ann. Statist. 35 (2007), 2001-2017.
[16] D. Buraczewski, On invariant measures of stochastic recursions in a critical case, Ann. Appl. Probab. 17 (2007), 1245-1272.
[17] D. Buraczewski, S. Brofferio and E. Damek, On the invariant measure of the random difference equation $X_{n}=A_{n} X_{n-1}+B_{n}$ in the critical case, Ann. Inst. H. Poincaré Probab. Statist. 48 (2012), 377-395.
[18] D. Buraczewski and M. Letachowicz, Limit theorems for stochastic recursions with Markov dependent coefficients, to appear in Colloquium Mathematicum.
[19] L. Calvet and A. Fisher, How to forecast long-run volatility: regime-switching and the estimation of multifractal processes, Journal of Financial Econometrics 2 (2004), 49-83.
[20] N. H. Chan and C. Z. Wei, Asymptotic inference for nearly nonstationary AR(1) processes, Ann. Stat. 15 (1987), 1050-1063.
[21] X. Chen, Limit Theorems for Functionals of Ergodic Markov Chains with General State Space, Mem. Amer. Math. Soc., Vol. 664, 1999.
[22] J. S. Cho and H. White, Testing for regime switching, Econometrica 75 (2007), 16711720.
[23] K. Choi, W.-C. Yu, and E. Zivot, Long memory versus structural breaks in modeling and forecasting realized volatility, Journal of International Money and Finance 29 (2010), 857-875.
[24] J. F. Collamore, Random recurrence equations and ruin in a Markov-dependent stochastic economic environment, Ann. Appl. Probab. 19 (2009), 1404-1458.
[25] F. Comets, R. Fernández, and P. A. Ferrari, Processes with long memory: regenerative construction and perfect simulation, Ann. Appl. Probab. 12 (2002), 921-943.
[26] Yu. A. Davydov, Mixing conditions for Markov chains, Theory Probab. Appl. 18 (1973), 312-328.
[27] B. de Saporta, Tail of the stationary solution of the stochastic equation $Y_{n+1}=a_{n} Y_{n}+b_{n}$ with Markovian coefficients, Stochastic Process. Appl. 115 (2005), 1954-1978.
[28] A. H. Dooley and Ö. Stenflo, A criterion for uniqueness in $G$-measures and perfect sampling, Math. Proc. Cambridge Phil. Soc. 140 (2006), 545-551.
[29] P. Doukhan, G. Oppenheim, and M. S. Taqqu, eds., Theory and Applications of LongRange Dependence, Birkhuser, Boston, 2003.
[30] R. Durrett, Probability: Theory and examples, 2nd ed., Duxbury Press, Belmont, CA, 1996.
[31] P. Eloe, R. H. Liu, M. Yatsuki, G. Yin, and Q. Zhang, Optimal selling rules in a regimeswitching exponential Gaussian diffusion model, SIAM J. Appl. Math. 69 (2008), 810829.
[32] P. Embrechts and C. M. Goldie, Perpetuities and random equations, In Asymptotic Statistics. Proc Fifth. Prague Symp., Eds. P. Mandl and M. Hus̆ková, Physica, Heidelberg, 1993, pp. 75-86.
[33] E. F. Fama, The behavior of stock market prices, Journal of Business 38 (1965), 34-105.
[34] R. Fernández and G. Maillard, Chains with complete connections and one-dimensional Gibbs measures, Electron. Journ Probab. 9 (2004), 145-176.
[35] R. Fernández and G. Maillard, Chains with complete connections: general theory, uniqueness, loss of memory and mixing properties, J. Stat. Phys. 118 (2005), 555-588.
[36] P. A. Ferrari, A. Maass, S. Martínez, and P. Ney, Cesàro mean distribution of group automata starting from measures with summable decay, Ergodic Theory Dynam. Systems 20 (2000), 1657-1670.
[37] A. Galves and E. Löcherbach, Stochastic chains with memory of variable length, TICSP Series 38 (2008), 117-133.
[38] A. P. Ghosh, D. Hay, V. Hirpara, R. Rastegar, A. Roitershtein, A. Schulteis, and J. Suh, Random linear recursions with dependent coefficients, Statist. Probab. Lett. 80 (2010), 1597-1605.
[39] E. Ghysels, A. Harvey, and E. Renault, Stochastic volatility, In Statistical Methods in Finance (Handbook of Statistics 14), G. S. Maddala, C. R. Rao, and H. D. Vinod eds., North-Holland, 1996, pp. 119-191.
[40] E. J. Green and R. H. Porter, Noncooperative collusion under imperfect price information, Econometrica 52 (1984), 87-100.
[41] A. K. Grincevicius, On the continuity of the distribution of a sum of dependent variables connected with independent walks on lines, Theory Probab. Appl. 19 (1974), 163-168.
[42] J. D. Hamilton, A new approach to the economic analysis of nonstationary time series and the business cycle, Econometrica 57 (1989), 357-384.
[43] J. D. Hamilton, Regime-switching models, in New Palgrave Dictionary of Economics, 2nd edn., S. Durlauf and L. Blume eds., Palgrave McMillan Ltd., 2008.
[44] B. E. Hansen, The likelihood ratio test under non-standard conditions: Testing the Markov switching model of GNP, Journal of Applied Econometrics 7 (1992), Supplement: Special Issue on Nonlinear Dynamics and Econometrics, S61-S82.
[45] T. E. Harris, On chains of infinite order, Pacific J. Math. 5 (1955), 707-724.
[46] D. Hay, R. Rastegar, and A. Roitershtein, Multivariate linear recursions with Markovdependent coefficients, J. Multivariate Anal. 102 (2011), 521-527.
[47] P. Hitczenko and J. Wesołowski, Renorming divergent perpetuities, Bernoulli 17 (2011), 880-894.
[48] U. Horst, Stability of linear stochastic difference equations in strategically controlled random environments, Adv. in Appl. Probab. 35 (2003), 961-981.
[49] M. Iosifescu and S. Grigorescu, Dependence with Complete Connections and its Applications, Cambridge Tracts in Mathematics 96, Cambridge University Press, 2009.
[50] M. Jara, T. Komorowski, and S. Olla, Limit theorems for additive functionals of a Markov chain, Ann. Appl. Probab. 6 (2009), 2270-2300.
[51] G. L. Jones, On the Markov chain central limit theorem, Probab. Surv. 1 (2004), 299320.
[52] T. Kaijser, On a new contraction condition for random systems with complete connections, Rev. Roumaine Math. Pures Appl. 26 (1991), 1075-1117.
[53] S. Kalikow, Random Markov processes and uniform martingales, Isr. J. Math. 71 (1990).
[54] M. Keane, Strongly mixing g-measures, Inventiones Math. 16 (1972), 309-324.
[55] H. Kesten, Random difference equations and renewal theory for products of random matrices, Acta. Math. 131 (1973), 208-248.
[56] C. J. Kim, Dynamic linear models with Markov-switching, Journal of Econometrics 60 (1994), 1-22.
[57] C. J. Kim and C. R. Nelson, State-Space Models with Regime Switching, MIT Press, 1999.
[58] M. Kobus, Generalized Poisson distributions as limits for sums of arrays of dependent random vectors, J. Multivariate Analysis 52 (1995), 199-244.
[59] S. Lalley, Regenerative representation for one-dimensional Gibbs states, Ann. Probab. 14 (1986), 1262-1271.
[60] S. Lalley, Regeneration in one-dimensional Gibbs states and chains with complete connections, Resenhas 4 (2000), 249-281.
[61] M. R. Leadbetter and H. Rootzen, Extremal theory for stochastic processes, Ann. Probab. 16 (1988), 431-478.
[62] R. Leipus and D. Surgailis, Random coefficient autoregression, regime switching and long memory, Adv. Appl. Probab. 35 (2003), 737-754.
[63] B. Mandelbrot, Forecasts of future prices, unbiased markets, and martingale models, Journal of Business 39 (1965), 241-255.
[64] S. Meyn and R. L. Tweedie, Markov Chains and Stochastic Stability, Cambridge University Press, 2-nd edition, 2009. With a prologue by P. W. Glynn.
[65] C. Morana and A. Beltratti, Structural change and long-range dependence in volatility of exchange rates: either, neither or both? Journal of Empirical Finance 11 (2004), 629-658.
[66] S. V. Nagaev, Some limit theorems for stationary Markov chains, Theory Probab. Appl. 2 (1957), 378-406.
[67] O. Onicescu and G. Mihoc, Sur les chaînes statistiques, C. R. Acad. Sci. Paris 200 (1935), 511-512.
[68] O. Onicescu and G. Mihoc, Sur les chaînes de variabless tatistiques, Bull. Sci. Math. 59 (1935), 174-192.
[69] A. G. Pakes, Some properties of a random linear difference equation, Austral. J. Statist. 25 (1983), 345-357.
[70] W. Philipp, The law of the iterated logarithm for mixing stochastic processes, Ann. Math. Stat. 40 (1969), 1985-1991.
[71] P. C. B. Phillips and P. Perron, Testing for a unit root in time series regression, Biometrika 75 (1988), 335-346.
[72] R. H. Porter, A study of cartel stability: the Joint Executive Committee, 1880-1886, Bell Journal of Economics 14 (1983), 301-314.
[73] S. T. Rachev and G. Samorodnitsky, Limit laws for a stochastic process and random recursion arising in probabilistic modeling, Adv. Appl. Probab. 27 (1995), 185-202.
[74] R. Rastegar, A. Roitershtein, V. Roytershteyn, and J. Suh, Discrete-time Langevin motion in a Gibbs potential. To appear in Appl. Math.
[75] J. Rissanen, A universal data compression system, IEEE Trans. Inform. Theory 29 (1983), 656-664.
[76] P. M. Robinson, ed., Time Series with Long Memory, Oxford Univ. Press. 2003.
[77] P. M. Robinson, The distance between rival nonstationary fractional processes, Journal of Econometrics 128 (2005), 283-300.
[78] A. Roitershtein, One-dimensional linear recursions with Markov-dependent coeffcients, Ann. Appl. Probab. 17 (2007), 572-608.
[79] C. Sims and T. Zha, Were there switches in U.S. monetary policy? American Economic Review 96 (2006), 54-81.
[80] R. Stelzer, Multivariate Markov-switching ARMA processes with regularly varying noise, J. Multivariate Analysis 99 (2008), 1177-1190.
[81] Ö. Stenflo, Uniqueness in g-measures, Nonlinearity 16 (2003) 403-410.
[82] S. J. Taylor, Modeling stochastic volatility: A review and comparative study, Mathematical Finance 4 (1994), 183-204.
[83] M. Tyran-Kamińska, Convergence to Lévy stable processes under some weak dependence conditions, Stoch. Proc. Appl. 120 (2010), 1629-1650.
[84] W. Vervaat, On a stochastic difference equations and a representation of non-negative infinitely divisible random variables, Adv. Appl. Prob. 11 (1979), 750-783.
[85] R. Vilela Mendes, R. Lima, and T. Araújo, A process-reconstruction analysis of market fluctuations, Int. J. Theor. Appl. Finance 5 (2002), 797-821.
[86] Z.-W. Zhao, D.-H. Wang, and Y. Zhang, Limit theory for random coefficient firstorder autoregressive process under martingale difference error sequence, J. Comput. Appl. Math. 235 (2011), 2515-2522.


[^0]:    *Center for Industrial Research and Service (CIRAS), Iowa State University, Ames, IA 50011, USA; e-mail: rbasu@iastate.edu
    ${ }^{\dagger}$ Dept. of Mathematics, Iowa State University, Ames, IA 50011, USA; e-mail: roiterst@iastate.edu

