MATH 304
Linear Algebra

Lecture 4:
Matrix multiplication.
Diagonal matrices.
Inverse matrix.



Matrices

Definition. An m-by-n matrix is a rectangular
array of numbers that has m rows and n columns:

dailr 4d12 ... din
djy1 dp2 ... dap
adml 4m2 --- Amn

Notation: A = (ajj)i<i<n 1<j<m Or simply A = (aj)
if the dimensions are known.



Matrix algebra: linear operations

Addition: two matrices of the same dimensions
can be added by adding their corresponding entries.

Scalar multiplication: to multiply a matrix A by
a scalar r, one multiplies each entry of A by r.

Zero matrix O: all entries are zeros.
Negative: —A is defined as (—1)A.
Subtraction: A — B is defined as A+ (—B).
As far as the linear operations are concerned, the

mxn matrices can be regarded as mn-dimensional
vectors.



Properties of linear operations

(A+B)+C=A+(B+C)
A+B=B+A
A+O0=0+A=A
A+ (-A)=(-A)+A=0
r(sA) = (rs)A
r(A+B)=rA+rB
(r+s)A=rA+sA
1A=A

0A=0



Dot product

Definition. The dot product of n-dimensional
vectors x = (x1, X, ...,Xx,) and y = (y1,¥2, .-, ¥n)
is a scalar

n
X Yy =Xiy1 +Xo)o+ -+ Xpyn = Zxkyk.
k=1

The dot product is also called the scalar product.



Matrix multiplication

The product of matrices A and B is defined if the
number of columns in A matches the number of
rows in B.

Definition. Let A = (aj) be an mxn matrix and
B = (bij) be an nxp matrix. The product AB is
defined to be the mxp matrix C = (¢j) such that

n . . -
Ciji = > _x—q dikbxj| for all indices i, ;.

That is, matrices are multiplied row by column:
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dil d12 ... din A1

dp1 422 ... dop Vo
A == —
dml aAm2 Amn Vo,
b11 b12 RN blp
b21 b22 Ce b2p
B: . . . : :(Wl,WQ,,Wp)
bn]_ bn2 e bnp
VI'W1 Vi*W3 ... V"W,
Vo-Wp  V-W)

= AB = . . ' V2'-Wp

VW1 Vp'Wo ... V"W,



Examples.
Y1

(X17X27"'7Xn) y:z - (ZZ:l Xk}/k),

Yn

1 yixy yixo

Y2 YoxX1 YoXo
. (X17X27"'7Xn): . .

Yn YnX1 YnXo

Y1iXn
YoXn

YnXn



Example.

(11_1> e _<_31 30)
02 1 1 741 -3 17 16 1
0 311

—-2560 (é ; _11> is not defined

1 7 41



System of linear equations:

aiiXy + apXxo + - -+ aipXy, = bl
anxX1+ anxo + -+ anx, = by

.........

Am1X1 + am2X2 + -+ AmnXn = bm
Matrix representation of the system:

ailr 4d12 ... dinp X1
dj»1 dp2 ... daop X2

dml dm2 --- dmn Xn



aixy + axe + - - - + ainXy = by
ar1 X1 + axpXo + -+ arypX, = b2

......... @ AX - b’
amX1 + amXo + -+ amnXp = bm
where
ail a1 ... ain X1 by
a1 ap ... a X2 b,

A= : : .. : ) X = : ’b:

ami am2 ... amn X b,



Properties of matrix multiplication:

(AB)C = A(BC) (associative law)
(A+ B)C = AC + BC (distributive law #1)
C(A+B)=CA+ CB (distributive law #?2)

(rA)B = A(rB) = r(AB)

Any of the above identities holds provided that
matrix sums and products are well defined.



If A and B are nxn matrices, then both AB and BA
are well defined nxn matrices.

However, in general, AB # BA.

2 0 11
Example. Let A= <0 1), B = (0 1).

2 2 2 1
Then AB = (0 1), BA = (0 1).

If AB does equal BA, we say that the matrices A
and B commute.



Problem. Let A and B be arbitrary nxn matrices.
Is it true that (A — B)(A+ B) = A2 — B??

(A-B)A+B) = (A—B)A+(A—B)B
= (AA— BA)+ (AB — BB)
— A+ AB— BA—B?

Hence (A— B)(A+ B) = A> — B? if and only if
A commutes with B.



Diagonal matrices

If A= (aj) is a square matrix, then the entries a;;
are called diagonal entries. A square matrix is
called diagonal if all non-diagonal entries are zeros.

700

Example. 0 |, denoted diag(7,1,2).
2

01
00
Let A= diag(sl, Soy ..., Sn), B = diag(tl, b,..., tn).

Then A+ B =diag(s1 + t1, S+ to, ..., Sy + tn),
rA = diag(rs, rsy, . .., rsy).



Example.

700 -1 00 -7 00
010 050| = 050
00 2 003 006

Theorem Let A = diag(sy, s, ..., S,),
B = diag(tl, th,..., tn).

Then A+ B =diag(si + t1, S+ to, ..., Sy + tn),
rA = diag(rs, 1Sy, . . ., rSy).
AB = diag(sltl, Sty ... ,Snl'n).

In particular, diagonal matrices always commute.



Example.

7 O 0 di1 di12 ais 7311 7312 7313
010 ax ap ax| = | au axn ax
00 2 a31 a3 as3 2a31 2a3 2as3

Theorem Let D = diag(di, db,...,dy,) and A be
an mxn matrix. Then the matrix DA is obtained
from A by multiplying the ith row by d; for
i=1,2,...,m:

V1 divi

d
A= || = pa=| ™"

Vo dmVm



Example.
ail an as 700 a1 an 2a3
ap axn an 01 0| = |7axn ax 2ax
0 0 2

a1 axp as Taz; azp 2as3

Theorem Let D = diag(d;, d>,...,d,) and A be
an mxn matrix. Then the matrix AD is obtained
from A by multiplying the ith column by d; for
=12, ...,n:
A= (W, Wy, ..., W,)
— AD = (dlwl, d2W2, Ceey ann)



Identity matrix

Definition. The identity matrix (or unit matrix) is
a diagonal matrix with all diagonal entries equal to 1.
The nxn identity matrix is denoted /,, or simply /.

100
h = (1), /2:<(1) (1)> LF=1010
001
10...0
({01 ... 0
In general, =17 7 7"
00 ...1

Theorem. Let A be an arbitrary mxn matrix.
Then [,A=Al,=A.



Inverse matrix

Let M,(R) denote the set of all nxn matrices with
real entries. We can add, subtract, and multiply
elements of M ,(R). What about division?

Definition. Let A € M,(R). Suppose there exists
an nxn matrix B such that

AB =BA =1,

Then the matrix A is called invertible and B is
called the inverse of A (denoted A™1).

A non-invertible square matrix is called singular.

AATL = AtA=




Examples

(oG (39

11\ (1 -1
AB:<O 1)(0 1
1

1

Thus A1=B, B''=A, and C!=C.



