MATH 304
Linear Algebra

Lecture 10:
Linear independence.
Basis of a vector space.



Linear independence

Definition. Let V be a vector space. Vectors
Vi,Vo, ...,V € V are called linearly dependent if

they satisfy a relation
nvi + nva + -+ v =0,

where the coefficients ri,...,r € R are not all
equal to zero. Otherwise vectors vi,vy, ...,V are
called linearly independent. That is, if
nvi+nv+ - 4+nviy=0 — n=---=r=0.

An infinite set S C V is linearly dependent if
there are some linearly dependent vectors vq,...,v, € S.
Otherwise S is linearly independent.



Examples of linear independence

e Vectors e; = (1,0,0), e, =(0,1,0), and
e; = (0,0,1) in RS,

xe; +ye,+zes=0 = (x,y,z)=0

e Matrices Ej; = ((1) 8) E, = (8 é)

00 00
E21—<1 O),and E22—<0 1)

aEyy + bEyy + cEyy + dEp = 0 — (i Z) =0

— a=b=c=d=0



Examples of linear independence

e Polynomials 1,x,x2,...,x".

ag + a1x + apx® + -+ a,x" =0 identically
= a3;,=0 for 0<i<n

e The infinite set {1,x,x%,...,x",...}.

e Polynomials p;(x) =1, pa(x) = x — 1, and
pa(x) = (x — 1)

alpl(x) + 32p2(X) + 33,03(X) =a + 32(X — 1) + 33(X — 1)2 =
= (31 — as + 33) + (82 — 233)X + a3x2.

Hence a;pi(x) + axp2(x) + azps(x) = 0 identically

— g —a@taz—=a —2a3=a3=0

— g =a=a=0



Problem Let v; =(1,2,0), v =(3,1,1), and
vz = (4,—7,3). Determine whether vectors
Vo, Vo, v3 are linearly independent.

We have to check if there exist ri, rn, 3 € R not all
zero such that vy + nvy + vy = 0.
This vector equation is equivalent to a system

n—+3n+4rs =0 1 3 410
2r+nrn—7rn=20 21 —-71]0
Or1+r2+3r3:0 01 310

The vectors vy, vo, v3 are linearly dependent if and
only if the matrix A = (vi, vy, v3) is singular.
We obtain that det A= 0.



Theorem The following conditions are equivalent:
(i) vectors vy, ...,V are linearly dependent;

(i) one of vectors vy, ...,V is a linear combination
of the other kK — 1 vectors.

Proof: (i) = (ii) Suppose that
nvi+ nvo + -+ v =0,
where r; # 0 for some 1 </ < k. Then
Vi= vy = Ty By Ty
(i) = (i) Suppose that
Vi =S1V1 + -+ S 1Vi1 + SipaVipr + o+ Sk
for some scalars s;. Then

SIVL+ -+ SimaVic1 — Vit SiaVipn s+ sk = 0.



Theorem Vectors vi,vy, ..., v, € R" are linearly
dependent whenever m > n (i.e., the number of
coordinates is less than the number of vectors).

Proof: Let vj = (ayj,ay,...,an) for j=1,2,...,m.
Then the vector equality tivi + tovo + -+ tpv, =0
is equivalent to the system

anty + aptr+ -+ aymtym =0,
anty + ant, + -+ amty =0,

anty + apty + -+ apmtm = 0.

Note that vectors vi,vs,...,v, are columns of the matrix
(aj). The number of leading entries in the row echelon form
is at most n. If m > n then there are free variables, therefore
the zero solution is not unique.



Example. Consider vectors v; = (1,—1,1),
vo = (1,0,0), v3=(1,1,1), and v4 = (1,2,4) in R3.

Two vectors are linearly dependent if and only if
they are parallel. Hence v; and v, are linearly
independent.

Vectors vi, vy, v3 are linearly independent if and
only if the matrix A = (vq, vy, v3) is invertible.

111 1
detA=|-1 0 1 :—‘ . 1‘:2;&0.
101

Therefore vi, vy, v3 are linearly independent.

Four vectors in R3 are always linearly dependent.
Thus vy, vy, v3, v, are linearly dependent.



Problem. Show that functions €%, e2*, and e3*
are linearly independent in C*°(R).

Suppose that ae* + be?* + ce>* =0 for all x € R, where
a, b, ¢ are constants. We have to show that a=b=c = 0.

Differentiate this identity twice:
ae* + be* + ce® =0,
ae* + 2be* + 3ce®* =0,
aeX + 4be* + 9ce® = 0.

It follows that A(x)v =0, where

ex e2x e3x

Ax)= | e 2e* 3e¥* |, v=
X 4e> Q9e3x

0O oL



1 2

1
2| = e
3 3 8

‘ =2e™ £0.

Since the matrix A(x) is invertible, we obtain
Axv=0 = v=0 = a=b=c=0

O N =



Wronskian

Let fi,f,...,f, be smooth functions on an interval
[a, b]. The Wronskian W{f, f, ..., f,] is a
function on [a, b] defined by

fi(x) h(x) - fa(x)

Wih, b, ..., F(x) = fl’(.x) f2/(.x)

A7) A7) - K7 (x)

Theorem If W[f, £, ..., f](x) # 0 for some
Xo € [a, b] then the functions fi, f, ..., f, are
linearly independent in C|a, b].



Theorem 1 Let A, )\, ..., \c be distinct real
numbers. Then the functions e’ et .. . eMx
are linearly independent.

Theorem 2 The set of functions
{x’"eAX | A eR, m=0,1,2,...}

is linearly independent.



Spanning set

Let S be a subset of a vector space V.

Definition. The span of the set S is the smallest
subspace W C V that contains S. If S is not
empty then W = Span(S) consists of all linear
combinations \rlvl + vy 4+ -+ - + rkvk\ such that
Vi,...,.Vvx €S and n,...,rc € R,

We say that the set S spans the subspace W or
that S is a spanning set for W.

Remark. If S is a spanning set for a vector space
Vand 51 C S, C V, then S, is also a spanning set
for V.



Basis

Definition. Let V be a vector space. A linearly
independent spanning set for V is called a basis.

Suppose that a set S C V is a basis for V.

“Spanning set” means that any vector v € V can be
represented as a linear combination

V =rVy+ nvy+ -+ vy,
where vy, ..., v, are distinct vectors from S and

r,...,rk € R. “Linearly independent” implies that the above
representation is unique:

V =r1Vy+ nVy+ -+ Vg = V1 + BV + -+ 1V

/ / / _
= (n—rvi+(n—rva+---+(r—r)vi=0
= n—n=n—-r=...=n—rn=0



Examples. e Standard basis for R":
e; =(1,0,0,...,0,0), &, =(0,1,0,...,0,0),...,
e,=(0,0,0,...,0,1).

Indeed, (X]_,XQ, R 7Xn) = Xxi€1 + xo€r + - - - + X,e,.

e Matrices (1 O) <0 1) (O O) <0 O)
0 0/°\0 0/"\1 0/"\01
form a basis for My, (R).

a b 10 01 0 0 0 0
(28)=2( 0)~ol0 o) +<(7 o) +(a 7)
e Polynomials 1,x,x2,...,x" 1 form a basis for
Pp={ao +ax+---+a,_1x"1:a €R}

e The infinite set {1,x,x? ...,x",...} is a basis
for P, the space of all polynomials.



Bases for R”
Let vqi,vy,..., v, be vectors in R”.

Theorem 1 If kK < n then the vectors
Vi,Vs,...,V, do not span R”".

Theorem 2 If kK > n then the vectors
Vi,Vo, ...,V are linearly dependent.

Theorem 3 If kK = n then the following conditions
are equivalent:

(i) {vi,vo,...,v,} is a basis for R,

(ii) {v1,v2,...,v,} is a spanning set for R”;

(iii) {vi,v2,...,v,} is a linearly independent set.



Example. Consider vectors v; = (1,—1,1),
vo = (1,0,0), v3=(1,1,1), and v4 = (1,2,4) in R3.

Vectors v; and v, are linearly independent (as they
are not parallel), but they do not span R3.

Vectors vi, Vo, v3 are linearly independent since

111 i
~101 :—| 11|:—(—2):27A0.
10 1

Therefore {vi,vo,v3} is a basis for R3.

Vectors vy, vy, v, vs4 span R® (because vy, vo, v3
already span R3), but they are linearly dependent.



