MATH 304
Linear Algebra

Lecture 14:
Linear independence.



Spanning set

Let S be a subset of a vector space V.

Definition. The span of the set S is the smallest
subspace W C V that contains S. If S is not
empty then W = Span(S) consists of all linear
combinations \rlvl + vy 4+ -+ - + rkvk\ such that
Vi,...,.Vvx €S and n,...,rc € R,

We say that the set S spans the subspace W or
that S is a spanning set for W.

Remark. If S is a spanning set for a vector space
Vand 51 C S, C V, then S, is also a spanning set
for V.



Linear independence

Definition. Let V be a vector space. Vectors
Vi,Vo,...,Vx € V are called linearly dependent
if they satisfy a relation

nvi—+ vy + -+ v =0,

where the coefficients ri,...,r € R are not all
equal to zero. Otherwise vectors vi,Vo, ...,V are
called linearly independent. That is, if
nvi+nv+ - 4+nviy=0 — n=---=r=0.

An infinite set S C V is linearly dependent if
there are some linearly dependent vectors vq,...,v, € S.
Otherwise S is linearly independent.



Examples of linear independence

e Vectors e; = (1,0,0), e, =(0,1,0), and
e; = (0,0,1) in RS,

xe; +ye,+zes=0 = (x,y,z)=0

e Matrices Ej; = ((1) 8) Eir, = (8 (1)>

00 00
E21— <1 O), and E22— (0 1)

aEy + bEyy + cEyy + dEp = 0 — (i Z) =0

— a=b=c=d=0



Examples of linear independence

e Polynomials 1,x,x2,...,x".

ag + a1x + apx® + -+ a,x" =0 identically
= a3;,=0 for 0<i<n

e The infinite set {1,x,x%,...,x",...}.

e Polynomials p;(x) =1, pa(x) = x — 1, and
pa(x) = (x — 1)

alpl(x) + 32p2(X) + 33,03(X) =a + 32(X — 1) + 33(X — 1)2 =
= (31 — as + 33) + (82 — 233)X + a3x2.

Hence a;pi(x) + axp2(x) + azps(x) = 0 identically

— g —a@taz—=a —2a3=a3=0

— g =a=a=0



Problem Let v; =(1,2,0), v =(3,1,1), and
vz = (4,—7,3). Determine whether vectors
V1, Vs, Vv3 are linearly independent.

We have to check if there exist r, rn, 3 € R not all
zero such that vy + vy + vy = 0.
This vector equation is equivalent to a system

I’1+3I’2—|—4F3:0 13 410
2n+rn—7rn=0 21 —-7|0
OI’1+I’2+3I’3:0 01 310

The vectors vi, vy, v3 are linearly dependent if and
only if the matrix A = (v, vy, v3) is singular.
We obtain that det A = 0.



Theorem The following conditions are equivalent:
(i) vectors vi,..., v, are linearly dependent;
(ii) one of vectors vy,..., vk is a linear
combination of the other k — 1 vectors.
Proof: (i) = (ii) Suppose that

nvi + rnvy + -+ nvg =0,
where r; 20 for some 1 </ < k. Then

— fi1 Fit1
Vi=—7Vp— = " =Vig — "=V — s — IV
r "

(i) = (i) Suppose that
Vi =S1V1 + -+ S 1Vi1 + SipaVipr + 0+ Sk
for some scalars s;. Then

S{V1 + -+ Sj—1Vj—1 — V; + Sjx1Vip1 + - - - + Sk, = 0.



Theorem Vectors vi,vy, ..., v, € R" are linearly
dependent whenever m > n (i.e., the number of
coordinates is less than the number of vectors).

Proof: Let vj = (ayj,ay,...,an) for j=1,2,...,m.
Then the vector equality tivi + tovo + -+ tpv, =0
is equivalent to the system

anty + aptr+ -+ aymtym =0,
anty + ant, + -+ amty =0,

anty + apty + -+ apmtm = 0.

Note that vectors vi,vs,...,v, are columns of the matrix
(aj). The number of leading entries in the row echelon form
is at most n. If m > n then there are free variables, therefore
the zero solution is not unique.



Example. Consider vectors v; = (1,—1,1),
vo = (1,0,0), v3=(1,1,1), and v4 = (1,2,4) in R3.

Two vectors are linearly dependent if and only if
they are parallel. Hence v; and v, are linearly
independent.

Vectors vi, vy, v3 are linearly independent if and
only if the matrix A = (vq, vy, v3) is invertible.

111 1
detA=|-1 0 1 :—‘ . 1‘:2;&0.
101

Therefore vi, vy, v3 are linearly independent.

Four vectors in R3 are always linearly dependent.
Thus vy, vy, v3, v, are linearly dependent.



-1 1
-1 0

matrices A, A2, and A3 are linearly independent.

(-1 1\ , (0 -1\ 5 (10
We have A—(_l 0), Ac = (1 _1>, A3 = (0 1)_

The task is to check if there exist r, r, 3 € R not all zero
such that nA+ nRA? + A3 = 0.
This matrix equation is equivalent to a system

Problem. Let A :< > Determine whether

—n+0n+r=20 -1 0 10 1 -1 010
rn—r+0r=0 1 -1 00 - 0 1 -1|0
—n+n+0n=0 -1 1 0/0 0 0 00
On—n+r=20 0 -1 1|0 0 0 00

The row echelon form of the augmented matrix shows there is
a free variable. Hence the system has a nonzero solution so
that the matrices are linearly dependent (one relation is

A+ A2+ AP = 0).



