MATH 304
Linear Algebra

Lecture 33:
Diagonalization (continued).



Diagonalization

Let L be a linear operator on a finite-dimensional vector space
V. Then the following conditions are equivalent:

e the matrix of L with respect to some basis is diagonal,

e there exists a basis for V formed by eigenvectors of L.
The operator L is diagonalizable if it satisfies these
conditions.

Let A be an nxn matrix. Then the following conditions are
equivalent:

e A is the matrix of a diagonalizable operator;

e A s similar to a diagonal matrix, i.e., it is represented as
A = UBU™!, where the matrix B is diagonal;

e there exists a basis for R” formed by eigenvectors of A.
The matrix A is diagonalizable if it satisfies these conditions.
Otherwise A is called defective.



To diagonalize an nxn matrix A is to find a diagonal matrix B
and an invertible matrix U such that A= UBU™!.

Suppose there exists a basis vy, ...,v, for R” consisting of
eigenvectors of A. That is, Avy, = A\ Vi, where A\, € R.

Then A= UBU™!, where B = diag()\1,\2,...,A,) and U is

a transition matrix whose columns are vectors vi,vo,...,v,.

4 3
Example. A_(O 1).

Eigenvalues: \; =4, \, = 1.

. . 1 -1
Associated eigenvectors: v; = (0) Vo = ( 1).

Thus A= UBU™!, where

(1) 06 )



Matrix polynomials

Definition. Given an nxn matrix A, we let

A2 = AA, A3 = AAA, Ak:éA...é,...

Also, let A=A and A’ =|,. ke times

Associativity of matrix multiplication implies that all powers
Ak are well defined and AVAK = Atk for all j, k > 0. In
particular, all powers of A commute.

Definition. For any polynomial
p(x) = cox™ + ax™ b cpiXx G
let p(A) = @A™ + ctA™ L+ 4 1A+ il

Theorem If A = diag(as, as,...,a,), then
p(A) = diag(p(a1), p(a2), - - -, p(an)).



Now suppose that the matrix A is diagonalizable.
Then A= UBU™! for some diagonal matrix B and
an invertible matrix U.

A2 = UBU'UBU! = UB?U,
Ad = A’A = UB?UTUBU™L = UB3U*1.
Likewise, A" = UB"U~! for any n > 1.

| +2A—3A%2=UIU +2UBU! - 3UB%U!
— U(l + 2B — 3B?)UL.

Likewise, p(A) = Up(B)U™! for any polynomial
p(x).



Problem. Let A= (

such that C2 =

4 3 . :
0 1). Find a matrix C

We know that A = UBU™!, where

(9 0=

Suppose that D? = B for some matrix D. Let C = UDU™!.
Then C2 = UDU-'UDU™' = UD?*U~! = UBU! = A.

(V4 0\ (20
WecantakeD_<0 vi) = \o 1)

mec=(o 1) (55 (0 1) (0 1)



Initial value problem for a system of linear ODEs:

dx

= = 4x + 3y,

& x(0) =1, y(0)=1.
dt =Y

The system can be rewritten in vector form:

d
d—::Av, where A:(B1 :1)’) v:(;)

Matrix A is diagonalizable: A = UBU~!, where
4 0 1 -1
B‘(o 1)' U—(o 1)'

W- . .
Let w= (Wl) be coordinates of the vector v relative to the
p)

basis v; = (1,0), v, = (—1,1) of eigenvectors of A. Then
v=Uw = w=U"lv.



It follows that

dW d -1 —1 dv -1 -1
™ dt(U v)=U = U Av = U " AUw
dwi _ ¢
Hence dw = Bw <— ddt W

General solution: wy(t) = cie*t, wy(t) = cet, where ¢;,c € R.

) ()-600)-0)

Thus wy(t) = 2e*, wy(t) = e'. Then

() -o- ¢ ) (457)

Initial condition:

w(0) = U-1v(0) = ((1) -

= =



e Initial value problem for a linear ODE:
dy =2y, y(0)=3.
Solution: y(t) = 3e*.

e Initial value problem for a system of linear ODEs:

{d_X:zX+3y’ x(0) =2, y(0)=1.

dy _
G =X T4y,

The system can be rewritten in vector form

BT ey
Solution: (;Eg) _ et (f)

What is etA?



Fibonacci numbers

The Fibonacci numbers are a sequence of integers f, ., f3, ...
defined recursively by  =fH =1, f,=1f,_1+ f,_» for n > 3.

1,1,2,3,5,8, 13, 21, 34, 55, 89, 144, 233, . ..

f‘
Problem. Find lim 2

n—o0 fn ’

For any integer n > 1 let v, = (f";ﬂ). Then

farz (11 for1
farr ) \1 0 fn )

. 11
Thatis, v,11 = Av,, where A= ( )

10

In particular, v, = Avy, vz = Av, = A%vy, vy = Avsg = Advy.
In general, v, = A" lv;.



Characteristic equation of the matrix A:

’1—)\ 1

— 2y 1 —
1 |70 = AX-A-1=0

Eigenvalues: \; = 1+T\/§ Ay = 172\/5-

Let w; = <X1> and wy = (X2> be eigenvectors of A
n Y2

associated with the eigenvalues A\; and \,. Then w;,w; is a
basis for R2.

) 1
In particular, v; =

1) = W + oWy for some c¢i, ¢ € R.

It follows that
v, = A" lv; = A" (qwy + cw,)

= C1An71W1 + C2An71W2 = clz\i'_lwl + C2/\g_1W2.



v, = aA twy + oAl tw,

= fo=a\ i+ o\ .

Recall that A = 255, )\, = 128,
We have A\; >1 and —1 < M\ <0.

Therefore . .
fir1 A+ QA

fo aA T+ oAy

ayi +oM/M)"y  an

Yoy + e(Xe/A)" Ly ay
provided that ¢ y; # 0.

Thus |im ”*1—)\

n—oo f”

“f‘a



