MATH 311-504
Topics in Applied Mathematics

Lecture 8:
Matrix algebra (continued).



Matrices

Definition. An m-by-n matrix is a rectangular
array of numbers that has m rows and n columns:

ail] 4d12 ... din
djy1 a2 ... daop
aml am2 . o amn

Notation: A = (ajj)i<i<n 1<j<m Or simply A = (aj;)
if the dimensions are known.



Matrix addition

Definition. Let A = (a;) and B = (b;;) be mxn
matrices. The sum A+ B is defined to be the mxn
matrix C = (¢j) such that |c¢; = aj; + bj;| for all
indices i/, j.

That is, two matrices with the same dimensions can
be added by adding their corresponding entries.

ail an bi1 bio ain + b an + bio
axy axn |+ | ba b =|aun+bu axn+ bx
asl as bs1 b3 as1 + b1 as + b



Scalar multiplication

Definition. Given an mxn matrix A = (a;) and a
number r, the scalar multiple rA is defined to be
the mxn matrix D = (dj;) such that |d; = ra;;| for
all indices 1, .

That is, to multiply a matrix by a scalar r,
one multiplies each entry of the matrix by r.

a1 d12 413 raij1; raip raiz
r|{az ax ax | = | Fazx1 rax ras
d31 d32 ds3 ras; razx frass



The mxn zero matrix (all entries are zeros) is
denoted O,, or simply O.

Negative of a matrix: —A is defined as (—1)A.
Matrix difference: A — B is defined as A+ (—B).

As far as the linear operations (addition and scalar
multiplication) are concerned, the mxn matrices
can be regarded as mn-dimensional vectors.



Matrix multiplication

The product of matrices A and B is defined if the
number of columns in A matches the number of

rows in B.

Definition. Let A = (aj) be an mxn matrix and
B = (bij) be an nxp matrix. The product AB is
defined to be the mxp matrix C = (¢j;) such that

n
Cij = D —1 Aikbij

for all indices i/, .

That is, matrices are multiplied row by column:
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Any system of linear equations can be represented
as a matrix equation:

ajixi + aipxe +
ariX] + axnXxp +

am1 X1 + amXo +
where
a1 a1

dp1  da
A=

dml dm?

"'+31an:b1
"'+a2an:b2

<— Ax = b,
"'+aman:bm
din X1 b
e X2 b,
, X = . , b =
amn Xn bm



Properties of matrix multiplication:

(AB)C = A(BC() (associative law)
(A+B)C =AC + BC (distributive law #1)
C(A+B)=CA+CB (distributive law #2)

(rA)B = A(rB) = r(AB)

Any of the above identities holds provided that
matrix sums and products are well defined.



If A and B are nxn matrices, then both AB and BA
are well defined nxn matrices.

However, in general, AB # BA.

2 0 11
Example. Let A= (O 1), B = (0 1).

2 2 2 1
Then AB = <O 1), BA = <O 1).

If AB does equal BA, we say that the matrices A
and B commute.



Problem. Let A and B be arbitrary nxn matrices.
ls it true that (A — B)(A+ B) = A> — B??

(A-B)(A+B) = (A—B)A+(A—B)B
— (AA - BA) + (AB — BB)
= A’ + AB— BA— B?

Hence (A — B)(A+ B) = A> — B? if and only if
A commutes with B.



Diagonal matrices

If A= (aj) is a square matrix, then the entries a;;
are called diagonal entries. A square matrix is
called diagonal if all non-diagonal entries are zeros.

Example.

o O~
O = O

0
0 |, denoted diag(7,1,2).
2

Let A = diag(s:, sy, ...,s,), B =diag(ty, t, ..., t,).
Then A+ B =diag(s; + t1, S+ to, ..., S, + tn),
rA = diag(rsy, rsp, . . ., ISy).



Example.

700 -1 00 -7 00
010 050] = 050
00 2 003 006

Theorem Let A = diag(sy, sy, ..., Sn),
B = diag(ty, to, . . ., ty).

Then A+ B =diag(si+ t1, S+ to, ..., S, + tn),
rA = diag(rsy, rsp, . . ., rSy).
AB = diag(sit1, Spto, . .., Sptp).

In particular, diagonal matrices always commute.



Example.

7 00 a1 a2 a3 Tajy fapp faz
010 Ay ax» ax | = | a1 ax» ax
00 2 asy azp ass 2a31 2a3p 2as3

Theorem Let D = diag(dy, da, ..., dy,) and A be
an mxn matrix. Then the matrix DA is obtained
from A by multiplying the ith row by d; for
I=1,2,....,m:

Vi divy

d
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Example.

0 7311 dai? 2313
0| = | 7an ax 2ax
2 7as ax 2ass

ail an as 70
apl axp axn 01
00

d31 d32 433

Theorem Let D = diag(d, do, ..., d,) and A be
an mxn matrix. Then the matrix AD is obtained
from A by multiplying the ith column by d; for
i=1,2,...,n:
A= (W, Wy, ..., W,)
— AD = (diwy, dowy, ..., d,w,)



Identity matrix

Definition. The identity matrix (or unit matrix) is
a diagonal matrix with all diagonal entries equal to 1.
The nxn identity matrix is denoted /,, or simply /.

100
L =(1), IQ:<(1) 2) L={0120
001
10...0
_ 101 0
In general, [ =|. © 7"
00...1

Theorem. Let A be an arbitrary mxn matrix.
Then [I,A=Al,=A.



Matrix polynomials
If B is not a square matrix then BB is not defined.
Definition. Given an n-by-n matrix A, let
A% = AA, A3 = AAA, Ak:éA...A,...
Also, let Al = A and A® = /.  imes

Associativity of matrix multiplication implies that all powers
AK are well defined and AAK = Atk forall j. k> 0. In
particular, all powers of A commute.

Definition. For any polynomial
p(x) = ax™ + ax™ T+ -+ cpo1X + Cm,
let
P(A) = COAm + ClAm_l + et + Cm—lA + Cm/n.



Example. A= (i i)

cm (DG -6)
oG- (52)
=35 -(2 D)

By the way, 1,1,2.3,5/8,13,21,34,... are
famous Fibonacci numbers given by f; =, =1
and f,=f,_1+ f,_» for n > 3.



Example. p(x) =x?>-3x+1, A= <§ 1)

p(A):A2—3A+/:<i 1)2—36 i>+((1) (1))
-(32)-G3)61)-(eo)

Thus A2 —3A+ 1= 0.



Properties of matrix polynomials

Suppose A is a square matrix, p(x), p1(x), p2(x) are
polynomials, and r is a scalar. Then

p(x) = pr(x)+p2(x) = p(A) = pi(A) + p2(A)
p(x) = rp1(x) = p(A) = rp:1(A)

p(x) = pi(x)pa(x) = p(A) = p1(A)p2(A)
p(x) = pi(p2(x)) = p(A) = pi1(p2(A))

In particular, matrix polynomials p;(A) and py(A)
always commute.

If A= diag(si,s,...,s,) then
p(A) = diag(p(s1), p(2); - - -, p(sn))-



Examples.

« (A=NA+) =R =]
o (A+1)P=A42A+1

o (A—1)2=A2-2A+1

e (A+1P=A+3A2+3A+1
o (A—1P=A%-3A2+3A—1
o (A—NA+A+H=A—|
e (A+N(A2—A+1)=A+]



Inverse matrix

Let M ,(R) denote the set of all nxn matrices with
real entries. We can add, subtract, and multiply
elements of M,(R). What about division?

Definition. Let A € M,(R). Suppose there exists
an nxn matrix B such that

AB = BA =1,

Then the matrix A is called invertible and B is
called the inverse of A (denoted A™1).

AATL = AT1A= |




